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1
Introduction

This paper proposes evaluation for KI#1.
2
Discussion

Following are the feature list for KI#1 MBS session management that has been documented or implied in TR 23.757:
A) Basic assumptions

A.1) Dynamic resource reservation (including radio and N3);

A.2) Static resource reservation (including radio and N3);

A.3) Support delivery method selection

B) Service operations

B.1) Multicast Service Activation / Modification / De-activation operation

B.1.1) Multicast Service Activation / Modification / De-activation are optional;

B.1.2) Support Multicast Service Activation / Modification with MBS Session IDs;

B.1.3) Support Multicast Service Activation without MBS Session IDs;

B.2) Service Announcement

B.2.1) Support service announcement without RAN impact;

B.2.2) Support RAN impacted service announcement;

C) Session operations

C.1) Multicast Session Join/Leave

C.1.1) Over UP;

C.1.2) Over N1;

C.1.3) Over Uu+N2;
C.1.4) Over application layer to trigger network initiated session join;
C.1.5) UE can silently leave a MBS session;
C.2) Multicast Session Start

C.2.1) Group paging / session start notification broadcasted by RAN;

C.2.2) Dedicated paging (per UE paging);

C.2.3) No paging without RAN impact;

C.3) Multicast Session Stop

C.3.1) Release shared N3 tunnels;

C.3.2) Keep shared N3 tunnels;

C.4) Multicast Session Delete

C.4.1) Support in order to release shared N3 tunnels;

C.5) Multicast Session Leg Removal

C.5.1) RAN triggered based on RAN counting;

C.6) Multicast Session Activation/De-activation

C.6.1) Support shared N3 tunnel release (and AN resource release) due to no data;

C.6.2) Support shared N3 tunnel establishment (and AN resource establishment) due to DL data arrival;

D) Transmission mechanism

D.1) PDU Session of unicast fall-back

D.1.1) Reserve PDU Session for unicast fall-back before or during session join;

D.1.2) Reserve PDU Session for unicast fall-back when needed;

D.1.3) Support unicast fall-back;

D.1.4) Do not support unicast fall-back;

D.2) Delivery method decision point

D.2.1) MBS Session Management Function controlling PDU Session for unicast fall-back;

C.2.2. MBS Session Management Function controlling MBS Session user plan anchor point;

D.3) Shared N3 tunnel activation

D.3.1) Support low layer IGMP/MLD operation;

D.3.2) Support without low layer IGMP/MLD operation;

E) Other considerations

E.1) Selection of MBS Session Management Function

E.1.1) NEF selects MBS Session Management Function;

E.1.2) MBSF selects MBS Session Management Function if MBSF is deployed;

E.1.3) AMF selects MBS Session Management Function;

E.2) MBS Session ID operations

E.2.1) Allocated by MBSF if MBSF is deployed

E.2.2) Allocated by MB-SMF if MBSF is not deployed;

E.2.3) Dynamic MBS Session ID association/provisioning;

E.2.4) AF queries MBS Session ID from UE and provides to 5GS when UP option used;

E.3) MBS Session Context storage
E.3.1) Stored in MBS Session Management Function;

E.3.2) Stored in AMF;

E.3.3) Stored in RAN node;

E.4) N6 tunnel operation

E.4.1) NEF provides N6 tunnel information to AF;

3
Proposal
It is proposed to capture the following changes into TR 23.757.
* * * * First change * * * *

7
Evaluation

7.X
Key Issue #1: MBS session management
Editor's note: More evaluations may be needed.

7.X.1
Summary of feature design opinions
Following items are the summary of feature design opinions related to MBS session management that are illustrated in candidate solutions:

NOTE:
Service continuity is evaluated with KI#7 "Reliable delivery method switching between unicast and multicast" because service continuity is related to both KI#1 and KI#7. Candidate solution #11, #12, and #15 are evaluated in corresponding clause.

A) Basic assumptions

A.1) Dynamic resource reservation (including radio and N3);

A.2) Static resource reservation (including radio and N3);

A.3) Support delivery method selection;
B) Service operations
B.1) Multicast Service Activation / Modification / De-activation operation

B.1.1) Multicast Service Activation / Modification / De-activation are optional;

B.1.2) Support Multicast Service Activation / Modification with MBS Session IDs;

B.1.3) Support Multicast Service Activation without MBS Session IDs;

B.2) Service Announcement

B.2.1) Support service announcement without RAN impact;
B.2.2) Support RAN impacted service announcement;
C) Session operations
C.1) Multicast Session Join/Leave
C.1.1) Over UP;

C.1.2) Over N1;

C.1.3) Over Uu+N2;
C.1.4) Over application layer to trigger network initiated session join;
C.1.5) UE can silently leave a MBS session;

C.2) Multicast Session Start

C.2.1) Group paging / session start notification broadcasted by RAN;

C.2.2) Dedicated paging (per UE paging);

C.2.3) Reject session join before session start and provision session start time to UE;

C.3) Multicast Session Stop

C.3.1) Release shared N3 tunnels;

C.3.2) Keep shared N3 tunnels;

C.4) Multicast Session Delete

C.4.1) Support in order to release shared N3 tunnels;

C.5) Multicast Session Leg Removal

C.5.1) RAN triggered based on RAN counting;

C.6) Multicast Session Activation/De-activation

C.6.1) Support shared N3 tunnel release (and AN resource release) due to no data;

C.6.2) Support shared N3 tunnel establishment (and AN resource establishment) due to DL data arrival;

D) Transmission mechanism

D.1) Unicast fall-back

D.1.1) Support unicast fall-back;
D.1.2) Do not support unicast fall-back;
D.1.3) Reserve PDU Session for unicast fall-back before or during session join;

D.1.4) Reserve PDU Session for unicast fall-back when needed;

D.2) Delivery method decision point

D.2.1) MBS Session Management Function controlling PDU Session for unicast fall-back;

C.2.2. MBS Session Management Function controlling MB-UPF;

D.3) Shared N3 tunnel activation

D.3.1) Use transport layer IGMP/MLD operation;

D.3.2) Do not use transport layer IGMP/MLD operation;

E) Other considerations
E.1) Selection of MBS Session Management Function
E.1.1) NEF selects MBS Session Management Function;

E.1.2) MBSF selects MBS Session Management Function if MBSF is deployed;

E.1.3) AMF selects MBS Session Management Function;

E.2) MBS Session ID operations
E.2.1) Allocated by MBSF if MBSF is deployed;
E.2.2) Allocated by MB-SMF if MBSF is not deployed;

E.2.3) Dynamic MBS Session ID association/provisioning;

E.2.4) AF queries MBS Session ID from UE and provides to 5GS when UP option used;

E.3) MBS Session Context storage
E.3.1) Stored in MBS Session Management Function;

E.3.2) Stored in AMF;

E.3.3) Stored in RAN node;

E.4) N6 tunnel operation

E.4.1) NEF provides N6 tunnel information to AF;

7.X.2
Evaluation for basic assumptions

Some candidate solutions (e.g. solution #2, #3, #4, etc.) propose to reserve resources triggered by multicast session join, which is a dynamic mechanism for resource reservation. This mechanism may delay the multicast data receiving if the multicast session join is performed after session start, which is not a big deal for multicast service.
Candidate solution #9 proposes to reservation resources for the service area in a static way, which is similar as 4G MBMS. This mechanism wastes resources if there’s no UE interesting in a MBS session under a RAN node. 
Some candidate solutions (e.g. solution #3, #4, #8, #25, #31) indicate that a MBS session can use two kinds of delivery methods for different UEs: individual and shared, and propose or imply supporting of delivery method selection per MBS session for different UEs based on some criteria. This makes the 5G MBS more flexible than 4G MBMS that the multicast service also can be provided in some area that the RAN node does not support MBS. Even for a RAN node supporting MBS, it also may have benefit for resource efficiency to use individual delivery method when there’s only one UE is interesting in a MBS session under the RAN node if UE moving is considered. 
7.X.3
Evaluation for service operations
For Multicast Service Activation / Modification / De-activation operation 

Service operations are similar as registration / de-registration, while session operations are similar as service request / release. 
Some candidate solutions (e.g. solution #4, #14) propose multicast service activation / modification / de-activation procedure while others does not specify. These operations can make the UE get the service parameters and get authorization to access the multicast service. User can indicate the interesting any time anywhere, while UE can perform session operation at right time right place according to the received parameters. 
Candidate solution #4 indicates that the service activation can be related to some MBS sessions instead of full service context, hence modification is needed to request the update of the service context when UE changes the interested MBS sessions. This way can make the UE only to acquire parameters for interested MBS sessions instead of all MBS sessions provided by a multicast service.
Candidate solution #14 implies to activate the multicast service context without MBS Session IDs, i.e. get all information even those not interested by the UE, this requires UE to be able to store a large number of parameter set for multicast service, including MBS session ID, network layer security information, etc.
For Service Announcement 

Candidate solution #4 implies that service announcement could be replaced by application level interaction, which does not impact RAN. 4G MBMS specifies 5 mechanisms for service announcement, 3 of them, including application level interaction, do not have RAN impact. 
7.X.4
Evaluation for session operations
For Multicast Session Join/Leave 

Some candidate solutions (e.g. solution #3, #4, #10, #16 etc.) indicate session join/leave can be done via UP and N1. Candidate solution #2 indicates session join/leave can be done via N1. Support of UP option makes it possible for an application client on UE to not aware of the access type, e.g. application client on laptop that has 3GPP access capability and WLAN access capability. Support of CP option makes it possible to refine the multicast group management based on MBS Session ID instead of IP multicast address (i.e. one IP multicast address or source specific multicast address serves multiple MBS session distinguished by packet filter, or multicast for non-IP traffic). 
Candidate solution #4 also indicates session join can be done via Uu+N2, this is useful when UE is in RRC_INACTIVE state. Candidate solution #4 also indicates session leave can be done via Uu+N2, this way is useful when individual delivery method is used. 
Candidate solution #8 indicates session join over application level, and network initiates resource reservation required by AF. This way requires the PDU Session for interaction with AF is activated before session join. 
Candidate solution #4 indicates that UE can silently leave a MBS session, which is friendly to UEs that are in idle or RRC-INACTIVE state. 
For Multicast Session Start 

Candidate solution #2 indicates to use group paging for session start notification. Candidate solution #5 indicates that RAN node broadcasts session start notification as same as eNB does for 4G MBMS. Using group paging or session start notification need coordination with RAN WG, and session start notification is a legacy way. This way is useful for MBS sessions that are not able to be scheduled in advance. 
Candidate solution #4 indicates to use dedicated paging per UE for session start notification, which has no impact on RAN, but may result in massive paging. 
Candidate solution #4 indicates another alternative way, i.e. to reject session join before session start, and provision session start time to UE via UCU procedure or service activation procedure, which has no impact on RAN, but only is benefit for MBS sessions that are able to be scheduled in advance. 
For Multicast Session Stop 

Candidate solution #2 indicates to keep shared N3 tunnels after session stop and release them during session delete. This feature has no gain as UEs will perform session join triggered by session start notification when session restart. 
Candidate solution #4 indicates to release the shared N3 tunnels during session stop. 

For Multicast Session Delete 

Candidate solution #2 indicates this feature due to the shared N3 tunnels is kept after session stop, this feature is used to release all the shared N3 tunnels after session stop. This is based on shared N3 tunnels are kept after session stop. 
For Multicast Session Leg Removal 

Candidate solution #4 proposes shared N3 tunnel removal based on accurate RAN counting. Candidate solution #3 also indicates shared N3 tunnel removal based on last user leaving from a RAN node, which is similar as candidate solution #4. This has impact on RAN and needs coordination with RAN WG. 
For Multicast Session Activation / De-activation 

Candidate solution #13 proposes to de-activate the MBS session due to no data, and activate the MBS session triggered by DL data. This is a kind of resource saving mechanism. This kind of mechanism may introduce big latency for data delivery and significant ping pong effect due to a MBS session may have multiple legs to be established, it may be only suitable for non-frequent latency tolerant data transfer. 
7.X.5
Evaluation for transmission mechanism
For unicast fall-back 

Some candidate solutions (e.g. solution #3, #4, #10, #16, etc.) indicate or imply to support the unicast fall-back, which makes the 5G MBS more flexible to be supported when some RAN nodes do not support 5G MBS. 
Candidate solution #2 does not indicate the support of unicast fall-back, which means 5G MBS cannot be supported if RAN node is not enhanced to support 5G MBS. 

Candidate solutions #3, #10, #16 indicate or imply to reserve a PDU session for unicast fall-back before or during joining to any MBS session. Considering the resource efficiency, this way needs RAN impact to not reserve radio resources for the PDU Session for unicast fall-back when shared delivery method is used and no unicast data are transmitted via the PDU Session. If the UE is interesting in multiple MBS sessions that serves by different slices or DNNs, multiple PDU Sessions for unicast fall-back are needed even shared delivery method is used for those MBS sessions. 
Candidate solution #4 implies to reserve PDU session for unicast fall-back when needed. This way needs RAN impact only when make-before-break on network side is used for service continuity. 
Editor's note: when and how to reserve the PDU Session for unicast fall-back needs to be revisited.
For delivery method decision point 

Candidate solution #3 indicates the delivery method decision point is the MBS Session Management Function (i.e. SMF1) that controls the PDU Session for unicast fall-back. This feature requires the PDU Session for unicast fall-back is established before or during multicast session join. 
Candidate solution #4 indicates the delivery method decision point is the MBS Session Management Function (i.e. Anchor MB-SMF) that controls the MB-UPF. This feature does not require the PDU Session for unicast fall-back has been established and activated. 
For shared N3 tunnel activation 

Candidate solution #2 indicates to use transport layer IGMP/MLD protocol to activate the shared N3 tunnel. This requests the 5G CN to allocate a Common TEID (C-TEID) for a MBS session and assign it to RAN nodes serves the MBS session, which is similar as 4G MBMS does, because IP multicast is used for transport layer (i.e. layer under GTP-U). 
Other candidate solutions (e.g. solution #3, #4, etc.) do not indicate the usage of transport layer multicast operation, which implies MB-UPF may replicate and distribute multicast packets of a MBS session with different TEID to different RAN node serves the MBS session and, in this case, C-TEID is not needed. 

7.X.6
Evaluation for other considerations
For selection of MBS Session Management Function 
Some candidate solutions (e.g. solution #2, #3, #6, etc.) indicate NEF can select MB-SMF, e.g. according to pre-configuration, this is based on MBSF is not deployed.

Candidate solution #2 also implies MBSF can select MB-SMF, e.g. according to pre-configuration, this is based on MBSF is deployed. 

Some candidate solutions (e.g. solution #2, #3, #4, etc.) also indicate AMF can select MB-SMF, e.g. during multicast session join procedure. 

For MBS Session ID operations 

Candidate solution #2, #3, and #4 indicate MBS Session ID can be allocated by MBSF, which is based on MBSF is deployed to support centralized MBS Session ID allocation. 
Candidate solution #2 also indicates MBS Session ID can be allocated by MB-SMF based on pre-configured MBS Session ID range, which is based on that MBSF may not be deployed and distributed MBS Session ID allocation is used. 

Candidate solution #4 indicates that UE can get MBS Session ID during service context operation or session join via an application container, which can make the application client and application server unaware of MBS Session ID, which is friendly for some multicast services that need frequently/temporarily deploying new MBS sessions and fast promoting the information to users, e.g. for a live concert. It is benefit for fast MBS session deployment. 
Candidate solution #4 also indicates that when UP option is used for session join, the MBS session information can be queried by AF from UE and provided to 5GS by AF, it is benefit for the case that one IP multicast address or source specific multicast address is not associated with one MBS session, which makes the UP option more flexible and benefits the multicast service provider for MBS session management. 
For MBS Session Context storage 

Some candidate solutions (e.g. solution #2, #3, #4, etc.) indicate that the MBS Session Context is stored in MBS Session Management Function and RAN node, this is obvious that MBS Session Management Function and the RAN node both are serving the MBS. 

Candidate solution #2 also indicates MBS Session Context stored in AMF. This breaks the rule that session management is handled in SMF-like NF.
Candidate solution #3 and #4 do not require AMF to store the MBS Session Context, the AMF may be enhanced to know the MBS Session Management Function according to information received from RAN node.

For N6 tunnel operation 

Candidate solution #2 indicates MB-SMF instructs the MB-UPF to reserve N6 tunnel and reports the N6 tunnel information to the AF, this is for the purpose that N6 tunnel is needed between the 5G MBS system and AF, especially for those multicast traffic based on non-IP. 

* * * * End of change * * * *
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