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[bookmark: _Toc462478989]Abstract of the contribution: This contribution proposes a new common solution to handle KI#2 (Edge Relocation) for all connectivity models and technologies used by these.
1	Introduction
This contribution evaluates the enhancements proposed to the 5GC by the different solutions for KI#2 which are specific to Edge Relocation and proposes a way forward.
2	Discussion
This contribution proposes a new solution to KI#2 to handle Edge Relocation for all connectivity models and technologies used by these. This solution is based on the evaluation done in S2-2004951 and therefore shares most of the contents of this discussion section with that contribution.
A short description of the proposed solutions that addresses Edge Relocation follows:
	Solution#21
	This solution proposes to provision URSP rules in the UE to establish the appropriate PDU Session before performing Edge AS discovery. The Edge AS discovery is not covered in this solution. The solution assumes a locally distributed UPF with IP anchor is used to access the Edge services. 

	Solution #23
	The UE is Edge Computing Service agnostic. This solution supports the Distributed Anchor connectivity model and describes Discovery of Edge Application Server at edge relocation due to PDU Session re-anchoring. SSC#2 and SSC#3.

	Solution #24
	Complement to application controlled server relocation, where the application layer triggers the UE to move from one server to another. Assumes loss of connectivity (ICMP) to connect to new server.

	Solution #25
	The EAS has AnyCast addresses that are routed to. To find the old EAS for sessions that are still to be served by that the flow state (IP, port/proto) is transferred to the new UPF

	Solution #26
	Allocating persistent addresses for mobile UEs that need MEC access. The solution uses host routes.

	Solution #27
	Reducing packet loss during EAS relocation by assuming that application layer mechanisms are used to notify the UE with the new EAS IP address, for example via HTTP redirection.
The old EAS continues to serve the UE until the new user plane path has been established and the application context has been moved to the target EAS.

	Solution #28
	The solution is to support the application change independent of UE mobility.
The changed IP address of application server may be send to the SMF with the notification and to the UE via PCO.

	Solution #29
	The UE is unaware of the edge relocation. Assumes the EAS IP address is the same at the new location.
Supports the Session Breakout model at edge application server relocation after the UE accessing the edge application to support the service continuity. Relocation triggered by mobility or by AF as the old server is not available.

	Solution #30
	Supports seamless change, e.g. preventing or reducing packet loss. Assuming EASs are able to synchronize the protocol states, Anchor EAS deployed for each EC service etc.


	Solution #31
	Application Relocation with UE assistance. The solution assumes that only the application layer state is transferred from old EAS to the new EAS. Uses NAS signalling to inform the network about the new EAS IP address.

	Solution #32
	UE DNS cache flush. If ULCL is used to access the edge network, the UE is unaware of the ULCL insertion/removal/change. The SMF sends a DNS re-resolution indication to UE.

	Solution #33
	An IP preserving PSA relocation where the application context including L4 network context can be transferred between the EAS(es).

	Solution #34
	Assumes that local DN configuration is locally configured in the SMF or local DN configuration is configured in the PCF. The SMF sends the local DN binding context control information to the UE to control whether the upper layer context information in High Layer OS should be refreshed or not.

	Solution #35
	Edge relocation considering user plane latency requirement. SMF knows the latency between UE (at different locations) and the EASes. AF has the latency requirement for the application.

	Solution #36
	Edge relocation considering user plane latency requirement. AF knows the latency between UE (at different locations) and the EASes.

	Solution #37
	AF-based EAS End-Point-Address update via External Parameter Provisioning. Foresees impacts on the following Nodes or/and Functionality: AF, PCF, UE.

	Solution #38
	Coordination of change of the Edge Application Server and (local) PSA to support seamless change, e.g. preventing or reducing packet loss. Assumes the UE related contexts, including application layer contexts and transporting layer contexts (e.g. TCP), if any, can be transferred from old EAS to new EAS by EAS relocation mechanisms

	Solution #39
	Change of PSA, in coordination with the EAS relocation, by re-using some concepts of the MA-PDU session and path-switching mechanism based on MPTCP that was defined during ATSSS study.

	Solution #40

	Seamless change of Edge Application Sever for stateful applications by caching application status information in NEF. 




It is preferred that an application designed for the edge shall be able to work independent of SSC-mode, ULCL/BP and connectivity model. The application client should be able to support relocation without state transfer, or with state transfer that happens with different performance depending on the previous aspects. Even when the servers support state transfers there are situations when this can’t be done. These aspects may differ between operators, even if not all variants may be deployed. Other aspects may also impact how mobility is done, use-case requirements or network aspects such as: moving into LTE coverage, tethered connectivity, roaming agreements. To support all these variants in the same application client, it is not reasonable to have specific interactions depending on the connectivity model, instead the solution would benefit from having the same behavior towards the network independent of connectivity model and network support. 
The same reasoning should make it possible to use anycast addresses for the EAS if desired, but then it is up to the EAS and application client to support an efficient relocation solution to provide the desired characteristics.
It is also important to notice that there may be more than one application on the same PDU session, so any generic solution shall be able to support relocation of parallel traffic from several applications.
The solutions should also be evaluated based on the latency that they at best may provide during the relocation. This may be very important characteristics for some applications. Most optimal is to have a relocation procedure that can be performed in the time-gap between two packets (one to the old EAS and the other to the new EAS). This is however ruling out any relocation solution that is not controlled by the application as only the application can make a good prediction when packets are to be transferred.
Taking all this as additional input to the analysis, one may conclude that a generic solution for edge relocation shall: 
· not assume a specific connectivity model, instead generic (common) solutions for EAS discovery and relocation should be used as far as possible.
· not mandate additional 5GC defined signaling to the UE and application client in the UE. Limiting this will allow more use-cases such as application clients using tethered connections and LTE interworking. An application client that is not depending on 5GC interaction is possible to run over any connection (including generic WiFi).
· let the application control the synchronization of data between the old and the new EAS. This may then be coordinated (if/when needed) via application internal signaling between the EASes and the application client.
· let the application control the migration of data based on application signaling timing (if needed)
Few solutions are addressing all connectivity models and they are then not addressing all the expected functionality for a solution. It therefore seems reasonable to combine several solutions into one. This reasoning also rules out some of the other proposed solutions as they are able to support relocation with all connectivity alternatives.
As described in solution #31 there are benefits in having the application assist in the handover process, this is especially true if it is possible for an application to signal the client at get the client to connect to the new server (e.g. by adding a second leg, when applicable, during the EAS relocation which may improve the characteristics).
Solution #30 describes the need for having separate EASes per service, which is important when multiple services are running in parallel. This also adds additional complexity in optimizing the data transfers and the connection to the new EAS.
As stated in solution #23 and #24 EAS discovery may be solved by DNS. The FQDN may also be signaled to the client by application internal signaling prior to resolving it. This may also be complemented by application internal signaling where the old EAS may signal the IP address of the new EAS to the client. 
Solution #25 has a good point when it describes the value of verifying the user identity in https and that this removes the need for using the IP address for this.
Solution #27 describes how to maintain low latency and packet loss by using dual legs (simultaneous connectivity to olda and new EAS). This allows the old and new EAS to support low latency during relocation as coordination of what packet to send where and when is supported with that solution. This excludes solutions based on SSC#2 only, as well as solutions having the same server address for both the old and the new EAS. The connectivity that supports this optimized handovers are: SSC#3 (both with distributed anchor as well as with multiple PDU sessions). Also BP-solutions support this. ULCL-solutions supports this behavior if the server addresses are different for the new and the old EAS. Dual leg solution excludes any solution based on protocol state synchronization as these needs the same IP address for both the new and the old EAS.
Combining these different aspects from different solutions and filling out the voids, a single solution that supports the desired characteristics can be defined.
To describe that solution, the high level procedure for SSC#3 from solution #23 can be used as a base-line, it however needs some extensions to describe the behavior for all connectivity models:
· The SSC#3 solution covers distributed anchor and multiple PDU session relocation with SSC#3. 
· It also covers when an ULCL/BP with dual leg support is available (not with IP2 available with ULCL though). Any location of IP2 in the figure shall be replaced with “default IP”
· If SSC#2 or BP is used, then #7 is not needed.
· #7 implies release of address instead of PDU session if BP is used.
· #1 may instead of session re-establishment be relocation of PSA with session breakout
· #1 and #7 are the only things that are common between applications running on the same PDU session. Everything in-between is application specific. 
· #1 may include notification to AF about the change

These high-level procedures can then be updated to cover the generic functionality. With this in place the other desired aspects can be added.  
Mapping of signaling in 23.502 chapter 4.3.5 to signals in Figure 6.23.2.2-1 is shown in the following table:   
	Figure in of TS 23.502 [3]):
	23.748 Figure 6.23.2.2-1 sequence number
	23.502 sequence number

	Figure 4.3.5.1-1 SSC#2 for a PDU session

	#1
	#2 and #3

	
	#7
	-

	Figure 4.3.5.2-1 SSC#3 with multiple PDU sessions
	#1
	#4

	
	#7
	#6

	Figure 4.3.5.3-1 Change of PDU Session Anchor with IPv6 Multi homed PDU Session
	#1
	#2 to #12

	
	#7
	#13 to #18

	Figure 4.3.5.4-1 Addition of additional PDU Session Anchor and Branching Point or UL CL
	#1
	Entire flow

	
	#7
	-

	Figure 4.3.5.5-1: Removal of additional PDU Session Anchor and Branching Point or UL CL
	#1
	-

	
	#7
	Entire flow

	Figure 4.3.5.7-1: Simultaneous change of Branching Point or UL CL and additional PSA for a PDU Session
	#1
	#1 to #10

	
	#7
	#11 to #12



Mapping of sequence numbers

The proposed way forward when moving into normative phase is:
-  To make a single solution that can support all the connectivity models.
-  To use an updated version of solution #23 adapted to work for all connectivity models
-  To include selected arguments from solutions #24, #25, #27, #28, #30, #31 (as discussed above) into the updates of solution #23
-  To use the additions from solutions #35 and #36 
-  Not to promote any other evaluated solution to normative phase. Additional aspects to cover mobility and session continuity may be added.

3	Proposal
[bookmark: _GoBack]To have the following changes in TR 23.748: add a new solution that can support all connectivity models, by making more general solution #23 and adding selected arguments from solutions #24, #25, #27, #28, #30, #31 (see section 2 above). 
Track changes have been used to highlight the differences between the proposed new solution and Solution #23. For the procedure, differences with TR 23.748 chapter 6.23.2.2 (“High level procedure for SSC#3”) are highlighted.
********** Start Changes*************
[bookmark: _Toc23255035][bookmark: _Toc26346407][bookmark: _Toc26346620][bookmark: _Toc26773890][bookmark: _Toc31192327][bookmark: _Toc31192487][bookmark: _Toc31192978][bookmark: _Toc31616157][bookmark: _Toc31616219][bookmark: _Toc31616295][bookmark: _Toc31616371][bookmark: _Toc43317242][bookmark: _Toc43374714][bookmark: _Toc43375175][bookmark: _Toc43801699][bookmark: _Toc43805965][bookmark: _Toc43806272][bookmark: _Toc43317374][bookmark: _Toc43374846][bookmark: _Toc43375307][bookmark: _Toc43801831][bookmark: _Toc43806097][bookmark: _Toc43806404]6.0	Mapping of Solutions to Key Issues
Table 6.0-1: Mapping of Solutions to Key Issues
	Solutions
	Key Issues

	
	1
	2
	3
	5

	#1: Provisioning URSP configuration to the UE to establish PDU Sessions for edge applications
	X
	
	
	

	#2: Local DNS based edge server address discovery
	X
	
	
	

	#3: DNS AF
	X
	
	
	

	#4: Providing the DNS authoritative server with IP addressing information about where the UE is located
	X
	
	
	

	#5: Server Discovery using DNS, IP Routing and URSP
	X
	
	
	

	#6: Discovery of EAS based on DNS
	X
	
	
	

	#7: SMF/I-SMF selection based on DNAI
	X
	
	
	

	#8: Edge Application Server discovery using anycast DNS
	X
	
	
	

	#9: Assist DNS resolution without connectivity between local and central data network
	X
	
	
	

	#10: DNS for Distributed Anchor
	X
	
	
	

	#11: DNS over HTTP
	X
	
	
	

	#12: DNS triggered re-anchoring
	X
	
	
	

	#13: 5GC support for UE selection of the DNS to use
	X
	
	
	

	#14: IP address discovery for the Service Switch mechanism- DNS handling in both UPF and EC
	X
	
	
	

	#15: IP address discovery for the Service Switch mechanism-DNS handling in UPF
	X
	
	
	

	#16: Edge Configuration Server Based Discovery
	X
	
	
	

	#17: Provisioning EC Parameters including EAS information to the UE
	X
	
	
	

	#18: Mapping the AS IP address to Edge Server IP address
	X
	
	
	

	#19: Edge Application Server discovery using an Address Resolution Function
	X
	
	
	

	#20: DNS Inspector based EAS Discovery
	X
	
	
	

	#21: Provisioning URSP configuration to the UE to establish PDU Sessions for edge applications based on Provisioning Domains
	X
	X
	
	

	#22: DNS based EAS discovery supporting session breakout.
	X
	
	
	

	#23: DNS for AS Discovery at Edge Relocation
	
	X
	
	

	#24: Support of edge relocation, triggering of new DNS query by the UE
	
	X
	
	

	#25: Seamless Change of Edge for Stateful Applications
	
	X
	
	

	#26: Persistent address allocation for mobile UEs that need MEC access
	
	X
	
	

	#27: Reducing packet loss during EAS relocation
	
	X
	
	

	#28: Supporting application server change based on AF notification
	X
	X
	
	

	#29: CN-based edge relocation
	
	X
	
	

	#30: UE Agnostic EAS IP address replacement for traffic subject to edge computing
	
	X
	
	

	#31: Application Relocation with UE assistance
	
	X
	
	

	#32: UE DNS cache flush
	X
	X
	
	

	#33: IP preserving PSA relocation
	
	X
	
	

	#34: Local DN notification to the UE during ULCL operations
	
	X
	
	

	#35: Edge relocation considering with user plane latency requirement (SMF decision)
	
	X
	
	

	#36: Edge relocation considering with user plane latency requirement (AF decision)
	
	X
	
	

	#37: AF-based EAS End-Point-Address update via External Parameter Provisioning
	
	X
	
	

	#38: EAS change with reducing packet loss in uplink
	
	X
	
	

	#39: EAS relocation coordinated with PSA change
	
	X
	
	

	#40: Seamless change of Edge Application Sever for stateful applications by caching application status information in NEF
	
	X
	
	

	#41: Network Information Provisioning using the IP path
	
	
	X
	

	#42: Providing selected radio information to an App requiring it
	
	
	X
	

	#43: Low Latency exposure API by using the distributed CAPIF framework feature
	
	
	X
	

	#44: Network Information Exposure to Local AF with Low Latency
	
	
	X
	

	#45: Using AS or NAS message notify UE's application layer
	
	
	X
	

	#46: Local NEF Deployment for network information exposure to Local AF with Low Latency
	
	
	X
	

	#47: User Plane based Network Information Provisioning
	
	
	X
	

	#48: QoS monitoring information exposure based on unstructured data transmission mechanism
	
	
	X
	

	#49: Network Information Provisioning to EAS with low latency based on User Plane
	
	
	X
	

	#50: Activating the traffic routing towards Local Data Network per AF request
	
	
	
	X

	#XX Generic Edge Relocation for all connectivity models
	
	X
	
	



*********** Next Change (all new)**********

6.xx23	Solution #23xx: DNS for AS Discovery atGeneric Edge Relocation for all connectivity models
[bookmark: _Toc43317375][bookmark: _Toc43374847][bookmark: _Toc43375308][bookmark: _Toc43801832][bookmark: _Toc43806098][bookmark: _Toc43806405]6.xx23.1	Solution description
The solution addresses Key Issue #2: Edge Relocation. The UE is Edge Computing Service agnostic.
This solution supports the Distributed Anchorall connectivity models and describes Discovery of Edge Application Server at edge relocation due to PDU Session re-anchoring. The description includes applies toboth, PDU session re-anchoring with SSC#3, and SSC#2 modes and session breakout PDU sessions (with and without co-existence with previous Edge PSA) , and it is aligned to and complements:
-	Solution #10 for DNS based Discovery of Edge Application Server for Distributed Anchor connectivity model.
Like Solution #10, this solution supports encrypted DNS, and both MNO and 3rd party DNS Resolvers.
With Edge Computing, Applications Servers can be distributed and be deployed at the edge of the cellular networks. In this scenario, the Edge Application Server that is topologically closest to the UE should be selected. The Edge Application server that is closest to the PSA in IP distance is the one closest to the UE. At Edge Relocation due to PDU Session re-anchoring, there might be another Edge Application Server that is closets to the new PSA.
This solution assumes Solution #10Y to discover with DNS an AS that is closest to the PSA. Assuming that solution, at Edge PSA change, a new DNS query for the Application FQDN can trigger the reselection of an AS that is closets to the new PSA.
The Ddetailed procedure belows describes this solution at PDU Session re-anchoring withthat applies to all SSC#3 and SSC#2 and session breakout PDU session re-anchoring, leading to edge relocation (with and without co-existence with previous Edge PSA).
[bookmark: _Toc43317376][bookmark: _Toc43374848][bookmark: _Toc43375309][bookmark: _Toc43801833][bookmark: _Toc43806099][bookmark: _Toc43806406]6.23xx.2	Procedures
[bookmark: _Toc43317378][bookmark: _Toc43374850][bookmark: _Toc43375311][bookmark: _Toc43801835][bookmark: _Toc43806101][bookmark: _Toc43806408]6.23xx.2.12	High Level procedure for any connectivity modelfor SSC#3
At mobility, if another UPF is closer to the UE, the PDU Session can be re-anchored with that UPF and get a new PSA. This solution allows to discover if there is anthe closest Edge Application server that is now the closest to the new PSA.
The generic connectivity, independent of SSC-mode and connectivity model is described below: 
If the PDU Session is SSC#3, the two PSAs coexist for a period of time and the traffic is moved to the new PDU session gradually. 
The UE starts using the IP address /prefix associated with the new PSAPDU Session (if this is available) for the new traffic flows (or even proactively for existing traffic flows where possible (if it has the mechanisms (outside 3GPP scope)). As the first PDU session is still availableIf the connection to the first Application Server is still available, there is the option of having the Application Server instructing the application client to facilitate the move. 
The application behaviour can change at re-anchoring and optimize the move if the situation is known to the application layer e.g. with SMF notification of PSA change. A new DNS request will also be sent for the Application FQDN if, the application client supports OS notifying the Application clients of the new IP connection (OSs and many Application clients are designed already today to use this information in the wifi-3GPP access changes), the former AS is not available through the new PSA, the AS is designed to send frequent queries or if the TTL of the previous DNS has expired.
Note: The UE DNS Stub Resolver cache is assumed to be bound to the former IP connection, and not considered for the new DNS Queries, which are sent over the new PDU Sessionvia the new PSA. Else, the new DNS query will be sent out for resolution depending on the TTL of a previous DNS response for the same FQDN.
Figure 6.xx23.2.13-1 below shows an example sequence for this solution including an example for how a stateful application can build service continuity. The sequence includes the following steps:
The UE has a PDU session established with an Edge PSA and the application traffic has started towards an AS#1 that is closest to the PSA, that has been discovered using DNS mechanisms as described in Solution #10.
[image: ]
Figure 6.xx.2.1-1 EAS reselection at Edge Relocation - Generic sequence 


Figure 6.23.2.2-1  Example sequence of DNS resolution
1.	At some point, the UE moves, the core network identifies the need to select a new anchor and triggers the anchor change. The PDU session is SSC mode3, and so, a new session is established with the selected new anchor, but the former session will be maintained and coexist with the new one for a LifeTime "T" before it is removed. A timer is started for that purpose. The detailed procedure for the multiple PDU Sessions case is described in TS 23.502 [3] clause 4.3.5.2.
2.	The Application traffic can continue on the former PDU Session as it is still available.
3.	At some point the Application may triggers that a new DNS request for the Application FQDN shall be sent. A new DNS request will be sent for exampletriggered if the application client supports OS notifications of the new IP connection (OSs and many Application clients are designed already today to use this information in the WiFi-3GPP access changes. It may also be triggered by an application internal redirect (e.g. HTTPS redirect), or by loss of connectivity, only to mention some reasons
4.	The UE may sends a DNS Query with the Application FQDN. That query is sent over the new PDU SessionPSA and it is resolved to an AS#2 that is closets to the new PSA (as described in Solution #10Y). With dynamic insertion of ULCL/Local PSA based on DNS queries, the DNS Query may have happened as part and be the trigger of step#1 above, and the query might not be sent over the New PSA, but be modified to pretend so. 
5a.	A stateless application would start using the new AS#2. A stateful application may now start to use AS#2 for signalling purposes (e.g. to trigger a context migration from AS#1). 
5b. Stateful applications can leverage that the two sessionsparallel connectivity can coexist over two different PSAs (if old PSA is available after #1 above) to build service continuity with low latency optimizations. As an alternative, the application client could multicast traffic to AS#1 and AS#2 during the context migration and until AS#2 can take over. AS#1 may also, by application internal signalling, trigger the application client to move the connection to AS#2 (these are application internal mechanisms).
with SSC#3 to build service continuity. In this sequence, the application client informs the application server of the AS change. The AS#1 can then take control of the context migration and instruct the application client move to AS#2. As an alternative, the application client could multicast traffic to AS#1 and AS#2 during the context migration and until AS#2 can take over.
6.	The application traffic is sent towards the AS#2 that is closer to the new PSA.
7.	The old PDU SessionPSA is released by the UE or by the CP at Ttimer expiry or by implicit triggers (if it is still existing after #1 above).
8.	Only traffic to AS#2 is sent from the application client
[bookmark: _Toc43317379][bookmark: _Toc43374851][bookmark: _Toc43375312][bookmark: _Toc43801836][bookmark: _Toc43806102][bookmark: _Toc43806409]6.xx23.3	Impacts on services, entities and interfaces
For non-distributed DNS Deployments, it assumes that the DNS supports RFC 7871. No impact to 3GPP defined network functions or services.
Stateful Applications may design service continuity on the coexistence of two sessions enabled by SSC#3.
No impact. The solution maps to existing functionality and flows in TS 23.502 [3].

*************** End Changes ***************
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