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Abstract of the contribution: This paper introduces a solution for Key Issue #11: Increasing efficiency of data collection to the TR 23.700-91.
1. Introduction

Imaging these two scenarios:

1. A user walks to the workplace at about 9:00am every workday, and this user always choose the same route from home to workplace.
2. Every Sunday afternoon, many users gather in the football stadium, watch a football game for several hours, and then go back home after the game.

In order to analyze the behaviour of the user in workdays in scenario 1, collecting complete information of this user and model training are needed each time. Furthermore, the behaviour can only be analyzed after the model training is completed.
In order to analyze the behaviours of users in Sunday afternoons in scenario 2, collecting complete information and model training are needed for each user. Furthermore, these behaviours can only be analyzed after the model training is completed.
As described above, NWDAF may needs to collect complete user information and train the models repeatedly, which will waste network transport resources and decrease the efficiency of data collection. In order to solve this problem, solution of storing trained models is proposed.
This solution is for KI#11 Increasing efficiency of data collection.
2. Discussion

When NWDAF is to analyze a user’s behaviour, it subscribes information from 5GC NFs, AF via NEF, NRF, OAM and etc, the information includes UE ID, system time, user location, user speed, user route, user subscription, ongoing services, UE policies, and so on. So the user behaviour and related information can be described as:

Behaviour {UE ID, Time, Location, Speed, Route, Subscription, Service, Policy, etc}
As described in scenario 1, the user’s behaviours in workdays are similar, these behaviours have the same time (9:00am), the same location (home), and similar route (the way to workplace).
Observation 1: Time, location, and route are the most relevant information for NWDAF to analyze this user’s behaviour in workdays.
As described in scenario 2, the users’ behaviours in Sunday afternoons are similar, these behaviours have the same time (Sunday afternoon), the same location (football stadium), similar route(the way to the stadium)

Observation 2: Time, location and route are the most relevant information for NWDAF to analyze these users’ behaviours in Sunday afternoons.

[image: image1.emf]Collect data Data training Obtain models


In R16 TS23.288, there is a description for NWDAF that: 

//extracted from R16 TS23.288//
-
For an Analytics ID, NWDAF is configured with the corresponding NF Type(s) and/or event ID(s) and/or OAM measurement types.
When NWDAF is to train model to generate data analytics (e,g. Expected UE behaviour analytics ), it may collect  data from 5GC NF(s)/AF/NRF/OAM based on NF Type(s) and/or event ID(s) configured in NWDAF. Then NWDAF will train the collected data and obtain trained models. 

However, the initial configuration may not be very good, for example, some irrelevant data may be collected based on this configuration and relevant information is not. In the existing R16 mechanism, this configuration is fixed and can’t be updated flexibly. As a consequence, in this paper, it proposes to update the configuration for NF Type(s) and/or event ID(s) in NWDAF adaptively as follows:
· According to the trained model, NWDAF determines the most relevant information for this analytic and removes unrelated NF Type(s) and/or event ID(s). The reconfiguration of NWDAF can avoid collecting unexpected data for analytics, as a result, efficiency of data collection can be greatly improved.
· Furthermore, NWDAF may also recognize the information which is significant to train model but have not been collected yet, and then collect this kind of data to improve the accuracy of analytic ID data analysis results. Higher accuracy of analysing based on certain amount of data brings about higher data collection efficiency.
3. Proposal

The followings are proposed for TR 23.700-91。
* * * * Start of Change (All new text) * * * * 

6.0
Mapping Solutions to Key Issues

Table 6.0-1: Mapping of Solutions to Key Issues
	Solutions
	Key Issues

	1
	11
	
	
	

	2
	4
	
	
	

	3
	15
	
	
	

	4
	12
	
	
	

	x
	11
	
	
	

	
	
	
	
	


* * * * Next Change (All new text) * * * * 

6.X
Solution #X: Storing trained models for NWDAF
6.X.1
General Description

This solution is to address KI#11. It is suggested that configuration of trained models are stored, and can be reused for later data collection for NWDAF analytics. 
When NWDAF is to train model to generate data analytics (e,g. Expected UE behaviour analytics ), it may collect  data from 5GC NF(s)/AF/NRF/OAM based on NF Type(s) and/or event ID(s) configured in NWDAF. Then NWDAF will train the collected data and obtain trained models. 

However, the initial configuration may not be very good, for example, some irrelevant data may be collected based on this configuration and relevant information is not. As a consequence, it is proposed to update the configuration for NF Type(s) and/or event ID(s) in NWDAF adaptively as follows:
· According to the trained model, NWDAF determines the most relevant information for this analytic and removes unrelated NF Type(s) and/or event ID(s). The reconfiguration of NWDAF can avoid collecting unexpected data for analytics, as a result, efficiency of data collection can be greatly improved.
· Furthermore, NWDAF may also recognize the information which is significant to train model but have not been collected yet, and then collect this kind of data to improve the accuracy of analytic ID data analysis results. 
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Figure 6.x.1-1: Architecture for storing configuration of trained models for NWDAF
6.X.2  Procedure
The procedure for storing configuration of trained models is depicted in Figure 6.x.2-1.
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Figure 6.x.2-1: Procedure for storing configuration of trained models 
1-2. When NWDAF is to train model to generate data analytics (e,g. Expected UE behaviour analytics ), it may collect  data from 5GC NF(s)/AF/NRF/OAM based on NF Type(s) and/or event ID(s) configured in NWDAF, via the procedures and services for Data Collection specified in clause 6.2.2 and 6.2.3, TS23.288. 

3. Based on the collected data, NWDAF performs data training procedure and obtains the trained model for this analytics ID. According to the trained model, NWDAF determines the most relevant NF Type(s) and/or event ID(s) for this analytics ID. Then, the NWDAF updates the configuration by removing unrelated NF Type(s) and/or event ID(s). On the other hand, NWDAF may also try to recognize the significant NF Type(s) and/or event ID(s) which have not been configured for this analytics ID yet, and then update the configuration to add these NF Type(s) and/or event ID(s) to collect more useful data for the analytics ID.
4-6. For subsequent training or inferencing procedures, the NWDAF collects the related input data based on the updated configuration, avoiding all unrelated data collection, which increases data collection efficiency and improves the accuracy of data analytics.

6.X.3
Impacts on services, entities and interfaces
-
Impact on NF:

-
None.

-
Impact on NWDAF:

Updates the configuration for NF Type(s) and/or event ID(s) corresponding to analytics ID adaptively according to the trained models. 

* * * * End of Change * * * *
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