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1 Background

The QoS subgroup identified six scenarios in 23.821 that may be applicable for providing end-to-end quality of service in UMTS.  The intent is that Release 2000 IP multimedia services can be developed based on different scenarios.  This contribution illustrates that this optionality in QoS scenarios can lead to a situation where end-to-end quality of service is not provided, if different vendors or operators independently choose to implement different scenarios.  This contribution proposes that a set of compatible QoS scenarios should be mandated for Release 2000 SIP-based VoIP sessions, since this is a key application that needs to be supported well. 

2 QoS Scenarios

We begin this section by briefly summarizing the QoS scenarios that have been identified.  In all of the scenarios, UMTS signaling is used to control QoS in the UMTS network, and Diffserv (DS) [1] is used to provide IP bearer QoS over the core network.  However, the scenarios differ in the manner in which IP bearer QoS is provided. 

In Scenarios 1 and 2, DS is used to provide IP bearer QoS over the core network.  These scenarios differ in whether the UE has an IP BS manager controlling the DS marking.

Scenario 1: The UE has no IP BS manager.  The GGSN controls the DS marking.

Scenario 2: The UE has an IP BS manager capable of DS marking.  The GGSN can override the DS marking imposed by the UE.  

In Scenarios 3 and 4, the UE supports RSVP enabled applications.  These scenarios differ in the GGSN functionality.

Scenario 3: The GGSN is RSVP transparent.  (The GGSN forwards RSVP messages, but does not act as an RSVP-enabled router.)

Scenario 4: The GGSN is RSVP non-transparent.  (The GGSN acts as an RSVP-enabled router, using RSVP to support packet classification and admission control functions.) 

In Scenarios 5 and 6, the UE provides IP bearer QoS information via UMTS signaling.  This IP bearer QoS information is used by the GGSN to support packet classification and admission control functions.  These scenarios differ in the GGSN functionality.

Scenario 5: The GGSN supports DS only, and performs admission control for the link into the IP core network based on statically provisioned resources.

Scenario 6: The GGSN supports DS and RSVP, and performs admission control for the link into the IP core network based on dynamically controlled resources. Use of RSVP allows routers in the IP core network to perform admission control on a per-flow basis.  
We now provide an example in which different choices by vendors or operators can result in a situation where end-to-end QoS is not provided.   Assume that an operator elects to use Scenario 6 to provide QoS over the IP core network.  In Scenario 6, RSVP is used to provide QoS at network routers in the regional IP access network (and possibly the remote IP access network).   Per-flow RSVP messages are sent end-to-end, although they may be tunneled across the backbone network using RSVP aggregation [2].  Note: we assume that these routers use DS in the forwarding plane.  RSVP is used only in the control plane to perform per-flow admission control for a DS behavior aggregate [3]. 
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Figure 1: Admission control in regional access network

This scenario is illustrated in Figure 1.  In the figure, the use of RSVP allows admission control to be performed by routers in the IP regional access network.  In cable IP telephony, allocating some of the voice call blocking probability to routers in the regional access network can result in substantial savings in link bandwidth.  We assume in this contribution that these benefits will also be present in some topologies for wireless IP telephony.

Since RSVP is being used for end-to-end resource control, we note that an operator that is using Scenario 6 requires a remote RSVP enabled entity to participate in the RSVP signaling in order to ensure QoS.  This remote RSVP entity, which could be a remote GGSN, remote terminal or PSTN gateway, responds to PATH messages to establish QoS for one direction of packet flow, and it generates PATH messages to establish QoS for the reverse direction of packet flow.  If a remote RSVP entity is not present, then Scenario 6 does not work properly.  Thus, Scenario 6 is not compatible with non-RSVP scenarios, such as Scenario 5.  An end-to-end VoIP bearer between an operator using Scenario 6 and one using Scenario 5 will not be able to ensure end-to-end QoS over the IP network.

3 Solution Requirements

There are three fundamental requirements for end-to-end QoS for Release 2000 VoIP sessions:

1. Guarantee acceptable call setup times, comparable to those in the CS domain.

2. Guarantee good voice quality by providing the mechanisms to guarantee sufficiently small delay, jitter and packet loss.

3. Guarantee good quality for the duration of the call, e.g., block new call attempts when their completion would compromise the quality of existing calls.

In the context of QoS, the first requirement affects the time available for QoS signaling across the IP core network.  The second requirement requires the use of mechanisms to recognize VoIP packets and provide scheduling and buffer management in each switch and router so that delay and packet loss are bounded.  The QoS scenarios rely on UMTS mechanisms to provide meet this requirement in the UMTS network, and rely on Diffserv (DS) to meet this requirement in the IP core network.  The third requirement illustrates the need for admission control.  Depending on specifics of the IP network, this admission control may simply limit the amount of traffic in a DS behavior aggregate based on provisioned resources, or may require per-flow admission control based on RSVP at some routers. 

4 Recommended QoS Scenarios

We note that Diffserv (DS) is an essential part of all of the QoS scenarios.  The GGSN acts as a DS edge node, performing policing, packet marking and traffic shaping functions.  A DS enabled IP network is assumed.  The GGSN is required to set or police the Diffserv Code Point (DSCP) for VoIP packets.  Policy control tells the GGSN which DSCP to use for which flows. It should be possible to configure the GGSN to impose a limit on the total amount of traffic entering the IP network that is marked with a particular DSCP.  

Scenarios 3, 4 and 6 use per-flow RSVP as the admission control protocol for the DS network.  An overview of this approach is provided in [3].  This approach is more scalable than traditional RSVP because all classification and scheduling (i.e. all operations in the forwarding plane) are performed on DS behavior aggregates, rather than microflows.  This approach allows per-flow admission control to be used in parts of the network where resources may be scarce and blocking may be needed (e.g., between the GGSN and a backbone router).  It also allows DS alone to be used in parts of the network where per-flow admission control is not needed, (e.g., in the backbone network, where there is sufficient aggregation to provision for the peak traffic in a DS class.)   In regions of the network that are over-provisioned, RSVP messages are forwarded transparently (e.g., "tunneled").  The use of RSVP is this manner is scalable and it ensures that end-to-end QoS is provided.  

As it is the case that some network configurations may require per-flow admission control using RSVP for Release 2000 VoIP sessions, we believe that Scenarios 4 or 6 should be required for end-to-end QoS for Release 2000 VoIP sessions.  From the example in Section 3, it is apparent that in those configurations, the operators using RSVP depend on RSVP support in a remote network entity to ensure end-to-end QoS.  For low-cost handsets, Scenario 6 can be used to avoid the requirement for RSVP support in UE.   High-end terminals with RSVP-enabled applications can use Scenario 4.

We note that there is a problem with Scenario 3, which suggests that its use should be deprecated.   The issue is the following: when RSVP is generated by a terminal (end-to-end RSVP), its local GGSN must not generate RSVP messages as the terminal is controlling the RSVP exchange.   

It is possible for the GGSN to operate in a manner compatible with end-to-end RSVP by maintaining "path state" for RSVP messages generated by terminals.   This requires the GGSN to be RSVP non-transparent, as in Scenario 4.   The operation of the GGSN for the uplink flow is illustrated in Figure 2.  When the GGSN receives a PATH message, it establishes path state for the flow.   This path state serves as an indication to the GGSN that it should not generate or respond to RSVP messages for that flow (other than participating as a normal RSVP enabled router).  RSVP for the downlink flow is handled in a similar manner.

If the GGSN is RSVP transparent it does not have sufficient information to know whether to generate RSVP messages or not.  Thus, Scenario 3 should not be used.
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Figure 2: UE Supports RSVP Signaling for the Uplink Flow

In contrast, if the terminal had not generated the RSVP PATH message, the GGSN will not have any path state when it receives the Create PDP Context message.  In this case, the GGSN generates an RSVP PATH message, as in Figure 3.   This is the case for Scenario 6.  
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Figure 3: UE provides IP specific elements in PDP activation message and GGSN generates RSVP messages for uplink flow

Scenarios 1,2, and 5 use DS only to control the IP bearer QoS.   This contribution implies that use of these scenarios may not be permitted for Release 2000 VoIP sessions since there may be configurations where end-to-end RSVP is required.  Applicability of these scenarios for other applications is not precluded. 

We note this contribution does not require that RSVP be used to provide IP bearer QoS in the IP core network: only DS is assumed.  The contribution addresses only the IP bearer service manager functionality in UMTS network elements (UE, GGSN) that is needed to inter-work with an IP network to provide end-to-end QoS.

5 Note on Alternatives

We are interested to hear if there are other alternatives to RSVP which allow dynamic control of resources in the IP regional access network.  Traffic engineered tunnels based on MPLS may be an alternative which allows resources between the GGSN and a backbone router to be controlled dynamically.  This proposal needs to be carefully evaluated for suitability in realistic access network topologies (e.g., including load shared links, multi-homed GGSNs, etc.).

6 Proposal

We propose that the following text be incorporated in the appropriate document.

· QoS for Release 2000 VoIP sessions shall be based on Scenarios 4 and 6.  

· The GGSN shall support the following two modes of operation:

1. End-to-end RSVP mode (Scenario 4).  In this mode, the UE signals using RSVP.  The GGSN must behave as an RSVP-enabled router when processing these RSVP messages, and forward them towards the remote destination.  The GGSN must not generate RSVP messages towards the remote destination when a Create/Modify PDP Context Activation message is processed.

2. Embedded RSVP mode (Scenario 6).  In this mode, the UE uses UMTS signaling and provides IP specific elements in the PDP activation message.  The GGSN must generate RSVP messages towards the remote destination.  
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