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Discussion
At SA2#136 a discussion took place on the fact certain counters may get corrupted or lost in the system. Some companies argue that since the storage of the state related to these counters is considered to be highly reliable to be virtually impossible to lose these data, it was agreed that we should come back to this topic for all solutions.
This paper intends to provide a reassurance that there is no possibility this data is corrupted as long as the database do not fail. Failure of a databases storing state however if it can affect one solution it can affect ANY potential solution so either we accept that the data is reliably stored, or no solution will ever work as data is not assumed to be reliable in the first place and so there is no way to state any current value of any counter is correct.
To prove that data is reliable we need some basic concept of information systems to be introduced like the concept of atomic transaction
“An atomic transaction is an indivisible database operation such that either all occurs successfully, or nothing occurs. A guarantee of atomicity prevents updates to the database occurring only partially thus creating an undefined state”
An information system where data is reliably stored and updated only by means of atomic transaction, the data is assumed to be correctly stored and report an accurate state of the information that is collected.
What does it mean in practice?
It means that as long as the data is accessed in a mutually exclusive way (i.e. it is updated only by one atomic transaction at a time and not concurrently by several transactions which therefore would use a partial state of a piece of data), there is no possibility for the data to be corrupted.
Note that if these principles are not followed, no information system is reliable nor is it possible to use them regardless of the architecture of the system.
With reference to the solution of NSSF based counting: in any procedural step where an update of the counter is assumed, an atomic transaction has to occur towards the reliable storage of the NSSF to update the counter before any acknowledgment or message to the AMF is provided that implies that such transaction has successfully occurred. This way the state in NSSF is always accurate and up to date. Note that then the aspect of redundancy and availability of the information is not in scope of this nor any other possible solution hence for the purposes of any solution it has to be assumed the data in use is reliably stored. Note that in no way it is possible to devise and consistency check unless this assumption is held true for at least one entity storing the data. For instance, OAM data failure or PCF data failure lead to the same exact circumstance. 

Proposal
The following clarifications are proposed to be added to TR 23.700-40 to illustrate and reinforce the concept of state integrity.
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When a S-NSSAI of HPLMN is subject to counting, this is indicated in Subscription Information. 
If a S-NSSAI of the HPLMN is marked for counting, then 
1)	the AMF shall always invoke the NSSF for decision on Allowed NSSAI for a UE. It indicates to the NSSF which S-NSSAIs subject to quota management has been freshly requested so the NSSF knows which S-NSSAI subject to quota management counter to update. When the Allowed NSSAI is determined and the AMF is informed by the NSSF of the Allowed NSSAI, it is assumed the related counters in the NSSF reliable storage has been successfully updated for all applicable S-NSSAIs subject to quota management.
2)	The NSSF knows this S-NSSAI is subject to counting so it increments a counter if the S-NSSAI is allowed for the UE
3)	If the quota is overflown the NSSF returns either the UE is allowed to use the S-NSSAI but with an indication the quota is overflown, or, if that is the policy, that the S-NSSAI is not allowed with cause "quota overflown". An optional back-off timer may also be provided. The NSSF also may report the information to the charging subsystem for Network Slice Customer (NSC) level charging events collection. This information may also be logged in for OAM Performance / SLA monitoring purposes.
4)	When a UE no longer uses a S-NSSAI subject to counting, the AMF indicates that to the NSSF which then decreases the counter for the S-NSSAI. When the AMF receives Response from NSSF it is assumed the reliable storage of the NSSF has been successfully updated.
5)	In roaming case, the same behaviour applies, only the decision to allow an S-NSSAI subject to counting involves the NSSF of the HPLMN, and the event of a UE no longer using a S-NSSAI of HPLMN is also reported to the HPLMN NSSF. When the NSSF in VPLMN receives a response message from NSSF in the HPLMN in response to its request message, it is assumed the reliable storage of the NSSF in HPLMN for quota management has been successfully updated.
6)	When an AMF receives an indication from the NSSF that the S-NSSAI is allowed but the quota is overflown, then this may trigger the AMF to report this to the Charging subsystem.
7)	Subscription Information may also include the Maximum Value of the counter that defines the quota for the maximum number of terminals for the S-NSSAI. This could avoid the need to configure the quotas in the NSSFs. This may help to provide quotas to V-PLMNs. If a quota level is provided over the roaming interface, then the VPLMN shall locally enforce the quota but still also contact the HPLMN NSSF for global quota enforcement.
NOTE:	The per VPLMN quota enforcement may be an operator specific attribute not defined by GSMA NG.116 [3]. For simplicity this is not described in detail in the procedures here below, but it is quite a straightforward extension.
[bookmark: _Toc25971127][bookmark: _Toc25971371][bookmark: _Toc26360295][bookmark: _Toc26360364]6.3.3	Procedures
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Figure 6.3.3.1-1: Registration with added S-NSSAI(s) subject to quota management.
1.	UE registers and indicates requested NSSAI. AMF checks the subscription information that may indicate subscribed NSSAIs related to slices that are subject to limitation of the number of UEs per slice.
2.	Some S-NSSAIs in requested NSSAI are subject to quota management based on checking the subscription data, so NSSF interaction is invoked. The NSSF can be provided the quota/cap value from subscription data if any is available but otherwise the NSSF is expected to be configured with the number of UEs allowed per S-NSSAI subject to quota/capping.
3.	The NSSF is given indication of what S-NSSAIs the UE is requesting which are subject to counting and quota management (i.e. there is a new S-NSSAI requested by the UE and subscription data indicates that it is subject to quota management).
4.	The NSSF increments counters for all applicable S-NSSAIs and if any is hitting the limit the NSSF may exclude them from allowed NSSAI or allow them with indication that quota is reached. If some S-NSSAI subject to quota are rejected and appropriate cause code is used, and an optional back-off timer may be indicated. The NSSF may report some S-NSSAIs reaching quota to charging subsystem.
5.	Only after step 4 is concluded by updating any counter data successfully, tThe NSSF communicates the results of step 4 and may include any back-off timer for the rejected S-NSSAI(s). The AMF may report some S-NSSAIs reaching quota to charging subsystem.
6.	The AMF communicates the Allowed NSSAI and any rejected S-NSSAI(s) with the cause code related to quota capping and any back-off timer. The UE may present to the User or a local policy manager in the UE information related to quota being reached for the user or UE to take any action (e.g. decide whether to continue to use the slice services or not).
NOTE:	In roaming case the VPLMN S-NSSAI mapping to HPLMN S-NSSAI is used to decide which VPLMN S-NSSAI to subject to quota management and then the VPLMN NSSF needs to interact with the HPLMN NSSF as described below in clause 6.3.3.4.
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Figure 6.3.3.2-1: Registration with abandoned S-NSSAI(s) subject to quota management.
1.	UE registers.
2.	Some S-NSSAIs in the previous Allowed NSSAI are missing from the Requested NSSAI: those that are subject to capping need to be reported to NSSF so the NSSF decrements the related counters.
3.	NSSF is invoked and explicit indication is given about S-NSSAI(s) subject to capping that have been abandoned.
4.	NSSF decrements counters as needed for the S-NSSAI(s) that have been abandoned.
5.	Only after step 4 is successfully concluded the NSSF provides Allowed NSSAI and other usual information.
6.	The registration is accepted with the Allowed NSSAI.
NOTE:	In roaming case the VPLMN S-NSSAI mapping to HPLMN S-NSSAI is used to decide which VPLMN S-NSSAI to subject to quota management and then the VPLMN NSSF needs to interact with the HPLMN NSSF as described below in clause 6.3.3.4.
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Figure 6.3.3.3-1: Deregistration with S-NSSAI(s) subject to quota management.
1.	The UE deregisters, or the AMF decides to perform a Network-initiated Deregistration procedure (either explicit or implicit) for the UE.
2.	If any of the S-NSSAIs in the Allowed NSSAI were subject to quota/capping the AMF needs to report these have been abandoned by the UE in this step: note there is no Requested NSSAI in this case.
3.	The NSSF decrements the counter for these S-NSSAIs.
4.	Only after step 3 is successfully concluded by updating counter data, tThe NSSF acknowledges the message in step 2.
NOTE:	In roaming case the VPLMN S-NSSAI mapping to HPLMN S-NSSAI is used to decide which VPLMN S-NSSAI to subject to quota management and then the VPLMN NSSF needs to interact with the HPLMN NSSF as described below in clause 6.3.3.4.
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Figure 6.3.3.4-1: V-NSSF-H-NSSF interactions
1.	The V-NSSF detects that certain S-NSSAIs of HPLMN mapping to V-PLMN S-NSSAI are subject to quota management/capping and so the addition or removal of a UE to the Network slice needs to be reported to the HPLMN NSSF.
2.	The V-NSSF reports the additions/removal of a UE to certain HPLMN S-NSSAIs.
3.	The H-NSSF updates the counters as necessary and detects whether any action is required for certain S-NSSAIs.
4.	Only after step 3 successfully updates counter data in the HPLMN NSSF, the HPLMN NSSF responds to the Message in step 2 and If for any S-NSSAI of HPLMN there was any action required, then this is communicated to the V-NSSF alongside any back-off timer.
5.	The V-NSSF reports to the AMF with any action for S-NSSAIs of VPLMN mapping to S-NSSAIs of the H-PLMN as per step 4.

3GPP
SA WG2 TD

image1.emf
UE AMF NSSF

2. At least one S-NSSAI in the Requested 

NSSAI is new and subject to counting of UEs 

per slice

1. Registration REQUEST (Requested 

NSSAI)

3. Nnssf_Selection_get  (requestedNSSAIs+flags indicating quota 

management) 

5.  Nnssf_Selection_get  Response (Allowed NSSAI+ indication quota reached 

for some of allowed S-NSSAI and/or Rejected S-NSSAIs with indication quota 

reached with optional back-off timer for each of these rejected S-NSSAIs) 

6.  Registration ACCEPT(Allowed NSSAI+ indication quota reached for some of allowed S-NSSAI 

and/or Rejected S-NSSAIs with indication quota reached with optional back-off timer for each of 

these rejected S-NSSAIs)

4 NSSF increments counter for allowed S-NSSAIs subject 

to quota management


Microsoft_Visio_2003-2010_Drawing.vsd
UE


AMF


NSSF


2. At least one S-NSSAI in the Requested NSSAI is new and subject to counting of UEs per slice


1. Registration REQUEST (Requested NSSAI)


3. Nnssf_Selection_get  (requestedNSSAIs+flags indicating quota management) 


5.  Nnssf_Selection_get  Response (Allowed NSSAI+ indication quota reached for some of allowed S-NSSAI and/or Rejected S-NSSAIs with indication quota reached with optional back-off timer for each of these rejected S-NSSAIs) 


6.  Registration Accept (Allowed NSSAI+ indication quota reached for some of allowed S-NSSAI and/or Rejected S-NSSAIs with indication quota reached with optional back-off timer for each of these rejected S-NSSAIs)


4 NSSF increments counter for allowed S-NSSAIs subject to quota management



image2.emf
UE AMF NSSF

2. At least one S-NSSAI in the Allowed NSSAI is 

missing in the requested NSSAI and subject to 

counting of UEs per slice

1. Registration REQUEST (Requested 

NSSAI)

3. Nnssf_Selection_get  (requested NSSAI+flags indicating quota management 

+S-NSSAIs subject to quota management that are no longer used ) 

5.  Nnssf_Selection_get  Response (Allowed NSSAI etc,...) 

6.  Registration ACCEPT(Allowed NSSAI,...)

4 NSSF decrements counter for S-NSSAIs subject to quota 

management that are no longer used


Microsoft_Visio_2003-2010_Drawing1.vsd
UE


AMF


NSSF


2. At least one S-NSSAI in the Allowed NSSAI is missing in the requested NSSAI and subject to counting of UEs per slice


1. Registration REQUEST (Requested NSSAI)


3. Nnssf_Selection_get  (requested NSSAI+flags indicating quota management +S-NSSAIs subject to quota management that are no longer used ) 


5.  Nnssf_Selection_get  Response (Allowed NSSAI etc,...) 


6.  Registration Accept (Allowed NSSAI,...)


4 NSSF decrements counter for S-NSSAIs subject to quota management that are no longer used



image3.emf
UE AMF NSSF

1. UE is deregisters and at least one S-NSSAI is 

subject to capping of UEs per slice is in the current 

allowed NSSAI  

2.  Nnssf_Selection_get ( S-NSSAIs the UE is no longer using) 

4. Nnssf_Selection_get _Response  (ACK) 

3. NSSF decrements counter for s-

NSSAIs that have been abandoned 

and are subject to quota/capping


Microsoft_Visio_2003-2010_Drawing2.vsd
UE


AMF


NSSF


1. UE is deregisters and at least one S-NSSAI is subject to capping of UEs per slice is in the current allowed NSSAI  


2.  Nnssf_Selection_get ( S-NSSAIs the UE is no longer using) 


4. Nnssf_Selection_get _Response  (ACK) 


3. NSSF decrements counter for s-NSSAIs that have been abandoned and are subject to quota/capping



image4.emf
V-NSSF H-NSSF

2. a Nnssf_quota managment_ request message  ( with indication of HPLMNS-NSSAIs with 

Qota management/ capping required that a UE is no longer using or it is starting to use) 

4. a Nnssf_quota management_response  

(ACK/ any action of HPLMN S-NSSAIs that have reached limit +any backoff) 

3. NSSF decrements or increments 

counter for HPLMN S-NSSAIs that 

have been abandoned/joined 

1 . If some S-NSSAIs of the HPLMN are subject to quota 

management, the VPLMN NSSF reports the HPLMN NSSF 

for these S-NSSAIs of the HPLMN

5 .NSSF interacts with AMF to cause certain V-

PLMN S-NSSAIs related to the HPLMN SNSSAIs 

in mapping information to be treated according to 

HPLMN NSSF actions communicated at step 4)


Microsoft_Visio_2003-2010_Drawing3.vsd
1 . If some S-NSSAIs of the HPLMN are subject to quota management, the VPLMN NSSF reports the HPLMN NSSF for these S-NSSAIs of the HPLMN


V-NSSF


H-NSSF


5 .NSSF interacts with AMF to cause certain V-PLMN S-NSSAIs related to the HPLMN SNSSAIs in mapping information to be treated according to HPLMN NSSF actions communicated at step 4)


2. a Nnssf_quota managment_ request message  ( with indication of HPLMNS-NSSAIs with Qota management/ capping required that a UE is no longer using or it is starting to use) 


4. a Nnssf_quota management_response  
 (ACK/ any action of HPLMN S-NSSAIs that have reached limit +any backoff) 


3. NSSF decrements or increments counter for HPLMN S-NSSAIs that have been abandoned/joined 



