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Abstract of the contribution: This contribution proposes a solution to address the Key Issue #17 “Definition of accuracy levels”.
1. Discussion
The Rel-16 specification TS 23.288 introduced the notion of “accuracy levels” for the provision of analytics to NWDAF consumers.
This “accuracy levels” parameter is limited to two values (High/Low) with loosely specified semantics. The limited number of “accuracy levels”, as well as the lack of definition of semantics may lead to excess or deficiency in the quality of provided analytics, interoperability issues for the interpretation of the analytics provided by consumer NFs, and global deployment issues (ex: excessive load for computation or data collection).
The proposal of this contribution is to study the items mentioned in the KI#17:
a) Global definition of semantics (i.e. possible values and their meaning), with possible impacts on procedures;
b) Semantics common to all analytics, or either defined on a per-analytics basis;
c) Common or different semantics for statistics in the past and predictions in the future;
d) Possibility of additional standardized accuracy levels, at finer grain, for better control; and
e) Possibility of non-standardized accuracy levels.

1) General semantics (items a+b)
A central question is the exact mathematical concept which covers the term "accuracy level".
There are many metrics (precision, prevalence, accuracy, specificity, F1 score...) in the state of the art for controlling the quality of an estimated value (statistics or predictions), but no single, universal metric which could be satisfactory for all use cases and Analytics IDs. Besides these terms address output metrics, and not constraints before calculation.
In fact this question largely also depends on the type of value to be estimated:
- Continuous scalar value (ex: load of a system)
- Discrete (enumerated) scalar value (ex: identity of a radio cell)
- Vector quantity, i.e. made up of several scalars
The various statistics produced by the NWDAF contain vector statistics, some of whose scalar components are, at least at first glance, of greater importance than the others. In addition, we see that, depending on the use the consumer NF makes of a vector estimate, certain scalar quantities can be of more or less importance for this NF. The so-called “accuracy” therefore depends on the point of view and intentions of the consumer NF.


[image: ]
Examples : 
· for communication analytics, is it the DNN, the duration or the volume which has the greatest importance ?
· for mobility analytics, is it the TA, the cell ID, the duration or the time of entrance in the cell which has the greatest importance (e.g. a user may be interested to known the proportions of time spent in different cells, but may not care about the exact time of entrance in a cell) ?
Finally, certain estimates can be considered more or less exact according to purely applicative considerations. For example, two radio cells can be considered close if they are part of the same TA, or geographically close. Therefore two “wrong” estimates of a cell-ID may be considered more or less false, depending on the above principles.
Conclusion 1: It is not possible to define the “accuracy” without explaining, per analytics, which rules shall be considered to compare metrics and therefore evaluate the quality of an estimate. Therefore, it would be useful to let the NWDAF consumer indicate which parameters of each Analytics ID have the highest importance (e.g. time or duration). Otherwise there is a lack of interoperability.
2) Statistics in the past or predictions in the future (item c)
In general, the problem of “accuracy levels” is slightly different depending on whether we are talking about statistics in the past or predictions in the future.

In what follows we use for the moment the term "accuracy" without qualifying it mathematically, that is to say in its most general sense as an ability to estimate a value more or less correctly.
The accuracy of statistics on past events measured with a generally regular collection depends on the quantity of information collected and its quality (completeness, representativeness). It is impossible to predict the quality of an estimate of a quantity sought (ex: average of the values ​​of a certain quantity over a certain time range, interpolation of a value between two measurement points), but we can presume that collecting and using more data gives a better chance of obtaining a result closer to the value to be estimated.
For instance, concerning the values ​​of a scalar signal, mathematical results like for example Shannon's theorem show us for example that the sampling frequency limits by construction the possibility of estimating rapid variations beyond half of this frequency.
The accuracy of predictions on future events (or statistics on past events with very irregular collection) depends greatly on the prediction models used, recent events and also on the long-term knowledge of the characteristics of the signals analyzed. It is impossible to predict the quality of an estimate of a desired quantity. On the other hand, the average metrics observed during the learning or adjustment phase make it possible to postulate a priori (but without guarantee) the quality of the estimate made.
In addition, a network operator will seek the best possible “accuracy”, unless the search for this perfect “accuracy” risks damaging their interests in the long term. As a user of finite resources (NWDAF, network, other NF), the network operator is sensitive to the signalling and calculation load induced by its requirements, because disproportionate requirements are likely to trigger signalling volumes and calculation that will degrade overall performance. 

Conclusion 2: The choice of a desired level of accuracy is not a guarantee (non-determinism). But it can be taken into account for selecting more or less sophisticated models and determining the amount of data on which to base the calculations (averages, interpolations by various methods)..
The request for “accuracy” carries an implicit semantics of authorization to mobilize resources (signalling, calculation) according to a certain quota. The maximum level of resource utilisation allowed is an increasing function of the “level of accuracy” required. So it can be a finer value than just a binary value
3) Possibility of non-standardized accuracy levels.
Considering the increasing number of technologies on data science, it does not seem feasible to define a standardized set of metrics which could be applied, even on a per Analytics ID basis. The same consideration applies for resource utilisation. Therefore, all parameters provided as inputs should be considered as high-level semantics.
Conclusion: we propose in the contribution A) a short summary of the discussion B) a new parameter "accuracy optimization focus", C) additional levels for the parameter “accuracy levels”.
2.	Proposal
It is proposed to include the following text into the TR 23.700-91.
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Table 6.0-1: Mapping of Solutions to Key Issues
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* * * * Next change (all new text) * * * *
6.X	Solution #X: Accuracy levels and options
[bookmark: _Toc326248710][bookmark: _Toc20147942][bookmark: _Toc20730728][bookmark: _Toc23409919][bookmark: _Toc25416990][bookmark: _Toc25417345][bookmark: _Toc25417813][bookmark: _Toc25740480][bookmark: _Toc26861905]6.X.1	Description
6.X.1.1 General
This is a solution for the KI#17 "Definition of accuracy levels". 
Accuracy depends on the subsets of analytics produced (continuous versus discrete values, vectors) per analytics ID. Accuracy constraints, in the scope of the NWDAF, are requirements on the quality of expected outputs. Accuracy levels with finer grain can guide the choice of relevant data collection and calculation models, and the amount of resources (signalling, calculation) to be mobilized.
The control of accuracy may be modified under the following principles:
-	Add 2 additional values to the existing "accuracy levels" parameter, i.e. allow up to 4 levels;
-	Define a similar parameter per subset of analytics.
[bookmark: _GoBack]6.X.1.2 Procedures
The NWDAF adapts data collection and computation models according to the accuracy options.
No impact on procedures is necessary.
[bookmark: _Toc16839386][bookmark: _Toc21087545]6.X.4	New services, and impacts on existing services, entities and interfaces
Editor's Note: This clause lists impacts to existing entities and interfaces. In the 5GC Control Plane, the impacts shall be described in the form of additional NF Services and modifications to existing NF Services.
Additional parameters on Nnwdaf.
* * * * End of change * * * *
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