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1
Background
In the first change, this contribution addresses the following editor’s notes in solution #5:

1. The support of connectivity models in this solution.

2. Clarifications for scenario - EC hosting environment has no connectivity with central DN.

3. Architecture assumptions and principles.
In the second change, the contribution adds impacts to nodes and functionality. 

1 - Connectivity Models Supported:
 Solution #5 supports all three connectivity models 1 (distributed anchor point), 2 (session breakout) and 3 (multiple PDU sessions). 
This contribution describes model 2(session breakout) in section 6.5.2.5. The figure below shows an overview of the operations.
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The assumption is that AF has configured the services in L-DNs and C-DN (step 0a where services with anycast IP-a, IP-b, IP-c are configured). The authoritative DNS (ADNS) is configured (step 0b) with the FQDNs and corresponding resolution to IP-a, IP-b, IP-c. In private deployments, DoH may be one of the services setup just like another application/service. Following orchestration and ADNS configuration, the AF requests 5GC for traffic influenced routes per service/location and is ready for PDU session setup and application message forwarding:
1. AF ( 5GC: Traffic influence routing with service IP addresses and DN locations.
In this case, (IP-a, {L-DN1, C-DN}), (IP-b, {L-DN2, C-DN}) and (IP-c, {L-DN2}).
Note that AF does not send FQDN – the contract is only for routing and thus minimal exchange of information.
NEF, PCF etc add DNN, S-NSSAI and organize the information by DNAI (details in 6.5.2.5).
2. UE requests PDU session setup (not shown in figure) and SMF fetches policy including traffic influence routing rules. SMF selects UPFs (PSA-0, PSA-1 and ULCL) based on DNAI, etc. N4 match action traffic filters for ULCL: {IP-a, PSA-1}, {IP-b, PSA-1}, {IP-c, PSA-1}
3. Following PDU session setup, UE requests DNS for resolution of FQDN; resolver forwards to ADNS which responds with A/AAAA record containing IP-a.
Note that ULCL has no filter rule for DNS server in this case.
For enterprise networks where there is no connectivity to a central DN, the AF would install routing rules for DNS and the application, or VPN gateway. Thus, all services (DNS, application, VPN) are steered to the local DN.
4. UE sends an application request with destination address IP-a.  ULCL filter on {IP-a, PSA-1} steers to PSA-1. Local N6 network advertisement for anycast IP-a (BGP, SDN) forwards to EAS-1.
DNS may be accessed via Do53 (classic), DoT or DoH (or DNS within a private VPN/TLS connection).
Failure of a site (like L-DN1) results in an IP route withdrawal and quick re-selection to the next best server for IP-a. 
Further details are in section 6.5.2.5.

2 - Scenario - EC Hosting Environment with no connectivity with central DN:
Solution 5 supports scenarios where EHE has no direct connectivity with central DN. As illustrated in figure below, traffic steering rules installed in ULCL can direct UE application flows to EHE with no direct connectivity to central DN. Note that similar rules can be used as routes to services hosted on EAS.
[image: image2.emf]UE

ULCL1

PSA-0

PSA-1

Local Sites

Central Sites

CENTRAL DN

(e.g., 

operator’s 

network)

ADNS

Private DN

UE

ULCL2

PSA-2

L-DN1

LDNSR

ULCL3

PSA-3

L-DN2

LDNSR

UE

Private Network

(e.g., SD-WAN, MPLS VPN)

DNAI=abc

DNS-Q (UE



ULCL3



PSA3



LDNSR)

DNS-Q (LDNSR 



ADNS)

DNAI=def

DNAI=xyz

A

B

B

N4/Traffic Filter (IP-d 



PSA3)

IP-d

IP-d


3 – Architecture Assumptions and Principles:

Clarifications to address editor notes in section 6.5.1 about solution principles and architecture.

In solution in 6.5, MNOs can utilize existing DNS servers independent of edge compute topology considerations. MNO DNS infrastructure can be scaled for query latency and resilience using standard techniques such as anycast. Existing DNS deployment techniques, avoiding a single point of failure, DDoS attack mitigation, etc. can be used as is.
In solution in 6.5, application layer mechanisms to optimize URL handling or reselect EAS are completely transparent. Applications typically ‘prefetch’ address resolution for application resources (identified by URL) to reduce the latency incurred if DNS lookups were performed inline with program execution. Similar to ‘prefetch’, applications may ‘preconnect, i.e., perform address resolution and establish a TCP/QUIC connection in anticipation of user requesting that application resource. 
2. 


Proposal

It is proposed to include the following updates in TR 23.748.


* * * * 1st Change * * * *
6.5.1
Description


This contribution derives its procedures on UE behaviour, provisioning of distance metrics, guidelines on the UE address to be used in DNS client subnet option [7] and flow sequence with classic DNS [X], DoT [Y] and DoH [Z]. 
Connectivity models 1, 2 and 3 (distributed anchor point, session breakout, multiple PDU sessions) are supported. In all connectivity models, MNOs can utilize and scale existing DNS servers independent of edge compute topology. The MNO may also deploy DNS infrastructure more locally to improve DNS resolution latency. MNO DNS infrastructure can use DNS best practices for query latency, resilience, mitigating DDoS etc with this architecture. 
Connectivity models 1, 3 use standard IP anycast routing to reach an application server. Session breakout (model 2) requires installing AF influenced routes in UPF-ULCL to steer application traffic to a local UPF-PSA (described in section 6.5.2.5).
Hosting models identified in section 5.1 are supported in this solution. Private edge hosted resources maybe secured via zero trust models with per application session authorization, or with VPNs and may have no direct access to central DN. Client subnet [7] information for UE location is based on the egress address at UPF-PSA. Provisioning of DNS backend with MNO OAM information is managed with specific authorization and access to the private domain.  
The UE does not need any additional mechanisms or awareness to select a server in the Edge Hosting Environment. DNS provisioning and client subnet [7] mechanisms representing the DNAI, IP subnet at UPF PSA result in the selection of EAS as provisioned. 
Application layer mechanisms to optimize URL handling or reselect EAS are transparent in this proposal. Application layer hints for optimization (DNS prefetch, TCP preconnect) operate seamlessly since no change is made at the UE. An application with multiple services (URLs) and resources in different DNs can be served over the same PDU session.
When a UE re-attaches and accesses application resources from a new IP subnet/DNAI (i.e., new UPF-PSA), the previously discovered addresses (IP anycast) are reachable. Standard IP anycast routes (model 1,3) and AF influenced routes (model 2) are used to route. No additional DNS queries are needed and thus reduces application latency and jitter during this phase. 
EAS rediscovery when a previous EAS becomes sub-optimal or unavailable relies on the application layer redirect to a new resource instance (URL), followed by DNS resolution and anycast forwarding as in the initial discovery process. IP anycast routing (standard and AF influenced) provide network support for fast re-routing, load balancing and failure mitigation without per UE/flow control plane intervention. 


A locally distributed UPF with IP anchor is used to access the Edge services. 

The sum of these provide a complete set of procedures for EAS selection:

1. Rel-16 procedures are used to setup the PDU session (section 6.5.2.1).

2. PDU session /UPF-PSA (step 1) is used to send DNS query/response. Section 6.5.2.2 describes the DNS behaviour at UE. 

3. First DNS resolver adds source IP Address in DNS request in DNS Client Subnet Option [7] to provide DNS location. The source IP address is the address for the DNS packet at the UPF-PSA egress interface. Details are in section 6.5.2.3

4. The authoritative DNS server uses distance, other metrics for selecting the closest server. Via SLA, configuration, OAM, or subscription, the AF is provisioned or collects these metrics. UE source IP address (at UPF-PSA egress) and corresponding metrics collected is used by AF to configure DNS backend.

5. Flow sequences for classic, DoT (section 6.5.2.5) and DoH (section 6.5.2.6) describe the flow sequences using the procedures in steps 1 – 4.
* * * * 2nd Change * * * *
6.5.2.3
UE IP Address in DNS Client Subnet Option

Many Authoritative (DNS) Nameservers today return different responses based on the perceived topological location of the user. They determine the address to return to the DNS client based on

-
IP addressing information about the client: this may correspond to the source IP address of the DNS request or to the edns-client-subnet (ECS) EDNS0 option described in RFC 7871 “Client Subnet in DNS Queries” [X], and

-
topological information about the different (e.g. EAS) servers that support the FQDN (or shorter domain) targeted by the DNS request.  

The solution is described assuming the Authoritative (DNS) Nameserver may be operated by a 3rd party (so an entity distinct from the MNO) who for the target domain of a DNS request may also operate the corresponding different (e.g. EAS) servers.

The goal is to provide the Authoritative (DNS) Nameserver with the IP address of the UE at the UPF-PSA egress interface. 
If the UE is assigned an externally non-routable IP address (IPv4 NAT, non-topological IPv4 or IPv6), the UPF-PSA rewrites the UE IP address with an IP address routable to the UPF-PSA. A table between the UE assigned IP address, mapped routable IP address is kept at UPF-PSA and no per-UE state is required. TLS context (for DoT), HTTPS context (DoH) is transparent with the address mapping. If DNS is used within a IPSec VPN, IP header checksum is recalculated at the UPF-PSA.. The IP address of the PDU session of UE seen by DNS and EAS are those at UPF-PSA external interface. 

The MNO DNS (acting as a DNS resolver) will use the UE source IP address seen at egress UPF-PSA for DNS client subnet option [7]. This source IP address is representative of UE location /N6 interface and can thus be used by the authoritative DNS server in determining the best EAS (based on the provisioned information at the DNS backend – 6.5.2.4). 
* * * * 3rd Change * * * *
6.5.2.5
AF Influenced Routes for Session Breakout
AF signals routes that it wants to influence after it has configured the EAS, services in DNs and configured the ADNS with respective FQDN and resolution to service IP address (anycast address). 
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Figure 6.5.2.5-1: AF Influenced Route 
The sequence described here is based on flow in section TS 23.502, 4.3.6.2 - AF influenced traffic routing for sessions not identified by a UE address. Route information corresponding to the services configured at a DNAI in the application domain is provisioned.

1. AF orchestrates and configures application in EAS (and AS) at various data center locations. The service is exposed via DNS using anycast service address (srv-IP-addr) and DNAI. The AF configures information at the ADNS (Authoritative DNS) with service/FQDN and address resolution to srv-IP-addr.

2. AF sends Nnef_TrafficInfluence_Create service operation to NEF
The message includes anycast service address (srv-IP-addr) and a list of DNAI at which it is configured. 
Note: FQDN is not provided since it is not necessary for AF influenced routing.

3. NEF performs the necessary authorization control and adds S-NSSAI (slice information). (3a) The NEF sends AF information request to the UDR to be stored (data set/subset/ key) as in TS 23.502, 4.3.6.
(3b) NEF sends response to AF.

4. PCF(s) that have subscribed to modifications of AF Traffic Influence data set/subset are notified. 

5. PCF determines if existing PDU sessions are affected by the new AF Traffic Influence data set. 
For each of these PDU session, PCF updates the SMF with new PCC rules.

6. When a PCC rule is received, SMF takes actions to (re)configure the user plane:
-  for PDU session modification where central UPF-PSA has been established, SMF adds ULCL and local UPF-PSA.
- For new PDU session, SMF may establish central UPF-PSA as well as ULCL and local UPF-PSA
- if PCC rule is updated due to failure, SMF may reselect local UPF-PSA/ULCL


The configuration sequence above may be used for publicly accessible applications or for private applications. For example, private deployments with VPNs would expose the VPN connectivity gateway only. For private deployments with zero trust and more granular access, each service with access is exposed separately (e.g., address of DoH, address of each application service(s)).
The flow sequence below illustrates UE DNS and application access following registration and PDU session setup.
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Figure 6.5.2.5-2: Traffic Steering at ULCL 
The figure above describes the sequence of steps for registration and PDU session establishment/modification:

1. UE registers with the AMF using procedures in TS 23.502, section 4.2.
In addition, the UE is either configured, or dynamically provided with URSP rules that indicate the slice (S-NSSAI) to use for edge applications or subsets of applications.

2. UE launches application, selects S-NSSAI for the PDU session.
UE initiates PDU session establishment request with S-NSSAI.

3. AMF selects an SMF and sends Nsmf_PDUSession_CreateSMContext request to the SMF.

4. SMF selects PCF and requests policy for the PDU session with S-NSSAI using Npcf_SMPolicy_Control interface.

5. PCF fetches policy for the PDU session. This includes a list of service IP addresses for the DNAI 

6. PCF responds to SMF with Npcf_SMPolicyControl Response.

7. SMF selects UPF as described in TS 23.502, section 4.3.2.2.1.

8. SMF programs UPF(s) over N4 interface.
SMF provisions the UPF-PSA (local and central) as specified in TS 23.502.
UPF-ULCL is additionally provisioned with FAR traffic filters for destination address corresponding to the list of service IP addresses. The action is to forward to local UPF-PSA.

9. PDU session establishment is completed as described in TS 23.502, section 4.3.2.2.1.

10. UE sends DNS Query as an application message over the established PDU session.
If no rules are corresponding to DNS destination address, the message is forwarded to the central UPF-PSA. If there is a rule with destination address (e.g., DoH in private network), the ULCL forwards the request to the local UPF-PSA.
For VPNs all application messages will be forwarded to the matched destination address.
No inspection of DNS message (query /response) is necessary and thus supports Do53 (classic), DoT and DoH.
DNS response with A/AAA record srv-IP1 is received by UE.
11. UE sends application request with destination address of “srv-IP1”.
UPF-ULCL checks rules for match with “srv-IP1” and forwards to local UPF-PSA on successful match.
6.5.2.6
Flow Sequence Classic DNS and DoT

The application in UE contacts the DNS stub server to resolve the FQDN for the application. The DNS query is resolved by the authoritative DNS server for the domain of the FQDN. The sequence in flow diagram below uses standard DNS (both plain and DoT) with no impact to the UE. 
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Figure 6.5.2.5-1: DNS to resolve EAS address

1. Following PDU session setup /application launch with a Uniform Resource Locator (URL) in UE, the FQDN portion of the URL is used by the UE to initiate a DNS query (section 6.5.2.1). Details of how the UE handles the request is in section 6.5.2.2.
This request is sent over the established PDU user plane and over N6. DNS query packet has topologically correct UE source address when DNS resolver gets it (see section 6.5.2.3)

2. DNS resolver forwards the DNS query to an authoritative DNS server for that FQDN. The DNS resolver adds a client subnet option [7] with the UE IP address/prefix to assist the authoritative server to select an EAS that is “close” to the IP subnet from which the query originated. 
Since the UE IP address is source IP address of DNS query packet at UPF-PSA egress, this is representative of UE location /N6 interface and uses distance/closeness metrics in section 6.5.2.4 to derive the A/AAAA records.

3. The DNS authoritative server translates and returns a list of IP addresses for EAS which the UE may try in a round robin order. DNS server matches client subnet identifier with record for FQDN to srv-IP-addr (EAS) and returns A or AAAA resource record (RR). The DNS resolvers on path may cache the response.

4. Application uses the IP address in DNS response to route the application request packet. If the address is a unicast address, the N6 network forwards it to EAS. If it is an anycast address, the N6 network selects the best instance of EAS servers based on dynamic IP route information in N6.

6.5.2.7
Flow Sequence for DoH
* * * * 4th Change * * * *
6.5.3
Impacts on Existing Nodes and Functionality

AF, NEF, UDR and PCF should support traffic influenced routing in TS 23.501, 5.6.7. PCF should store the routes per DNAI and provide it SMF during the session establishment process.
SMF and UPF-ULCL use existing Rel 16 procedures to install traffic filters using N4 interface.
UPF-PSA should rewrite non-topological IP source address to topologically correct IP address in outgoing packets (source IP address may be topologically incorrect as a result of NAT or assigning non-topological IPv4 /IPv6 addresses to the UE). UPF maintains table to maps incoming packet destination IP address to that of the original outgoing IP address. The translation is done for non-topological source address in all packets including Do53 (UDP), DoT (TCP) and DoH (HTTPS)/other application packets. 
The DNS resolver in 5GC should support adding the source IP address observed in incoming DNS query packets as client subnet option [7] when it forwards a DNS query. This functionality may be implicit in Rel 15 and Rel 16 but should be specified since it affects DNS client id for UE location.
The UE should be configured to use URSP procedures to setup the PDU session prior to sending a DNS query.
* * * * 5th Change * * * *
2
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