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[bookmark: _Hlk513714389]This paper discusses signalling between the SMF and the RAN, N3 tunnelling, which are some of the open issues of Solution #3 captured in editor’s notes for this solution. Proposals to update Solution #3 are made based on the conclusions including PCR to 23.757 to capture these proposals. 
1	Discussion
The transfer of session related message between an SMF and a RAN and eventually also between a SMF and UE has been left for further study in solution #3. This paper elaborates on the signalling issue and provides updates to Solution #3.
The purpose of the signalling between the SMF to the RAN during the PDU session modification procedure for multicast is to a) notify the RAN about the relation between a multicast context and UE’s PDU session on which the UE joins a multicast group corresponding to the multicast context; and b) to establish user plane resources for the transport of multicast PDUs. It should be noted that the relation is indeed between UE’s PDU session and a multicast context and not between a UE and a PDU context because, in case of multiple PDU sessions, it is necessary to distinguish the PDU session on which the UE joins a multicast group, e.g. sends an IGMP Join.
The issue of point-to-point and point-to-multipoint is also discussed in this document as it is closely related to the user plane resource establishment procedures.
1.1	Signalling of the relation between a multicast context and UE
The signalling of the relation between a multicast context and UE’s PDU session on which the UE joins a multicast group corresponding to the multicast context should be performed by the SMF using a UE specific message transfer and a UE context related procedure on the N2 reference point. Using a non-UE specific signalling for the provisioning of the relations between UE’s PDU sessions and multicast contexts is seen as not optimal and should not be further considered based on the following reasons. The SMF would be required to know UE’s serving RAN node to send the signalling via the AMF. As the SMF may not have UE’s location available, this could result in frequent location request from the SMF to the AMF (e.g. Namf_ProvideLocationInfo). Moreover, the non-UE specific messages should anyway include some UE identity and possibly PDU session identities.  
Proposal: UE specific signalling should be used by the SMF to signal the relation between a multicast context and UE’s PDU session to the RAN.
Enhanced PDU session modification procedure 
In this option, the PDU session update procedure is enhanced to include optionally the information about the relation of UE’s PDU session to a multicast context. The SMF invokes the Namf_N1N2MessageTransfer. On N2 reference point, PDU Session Resource Modify procedure is used with the corresponding messages (PDU SESSION RESOURCE MODIFY REQUEST and PDU SESSION RESOURCE MODIFY RESPONSE). 
New procedure dedicated for a multicast context and UE’s PDU session relation signalling
This option is in principle the same as option 1 above with the difference that a new procedure is introduced on N2 reference point dedicated for the signalling regarding multicast contexts through which the relations between UE’s PDU sessions and multicast context are added/modified/removed.
1.2	Signalling for user plane establishment
[bookmark: _Hlk40772957]Point-to-point and point-to-multipoint tunnelling on N3/N9 have both their merit. Point-to-point tunnelling provides more freedom in regard to the deployment of UPF(s) and RAN (e.g. CU-UP) because the infrastructure interconnecting these elements of 5G system does not need to support multicast routing. On the other hand, point-to-multipoint tunnelling on N3/N9 can be more resource efficient if the same content is delivered to a larger number of RAN nodes.  Noting that the user plane configuration is slightly different depending on whether N3/N9 uses point-to-point (unicast) or point-to-multipoint (multicast) tunnelling, it seems anyway beneficial at the cost of additional standardization and implementation efforts to support both point-to-point and point-to-multipoint tunnelling on N3/N9 by the specification which allows to meet requirements of different deployments. For information, 3G MBMS allows both unicast and multicast tunnelling in the core network.
Proposal: The 5G system should support both point-to-point (unicast) and point-to-multipoint (multicast) tunnelling for delivering multicast PDUs through the core network.
User plane establishment between the RAN node and the ingress node is not required each time a user of the RAN node is added to a multicast group. The user plane between the ingress node and the RAN node only needs to be added when the first users served by the RAN node joins the multicast group (of a user within the multiplex group is handed over to the RAN node). The user plane between the ingress node and the RAN node only needs to be terminated when the last users served by the RAN node leaves the multicast group, terminates his session or is handed over to another RAN node.
A further complication is that the ingress node towards the PLMN for the multicast user plane can already be allocated before a user joins the multicast session and may thus be different from the SMF controlling the user context. This can happen if other users served by a different SMFs joined the multicast session before or if an AF requested to reserve resources for the multicast group.
As mobility between RAN nodes should be opaque to the SMF, it seems preferable that the RAN nodes control the establishment of the multicast distribution towards them.
Proposal: The RAN node signals towards the ingress node to request the establishment of the multicast group distribution user plane.
The following information needs to be exchanged for the multicast distribution establishment:
For unicast transport: IP address and GTP-U ID of the RAN node needs to be conveyed to the ingress node.
For multicast transport: IP multicast transport address needs to be conveyed towards the RAN node.
1.3	Signalling PDU session modification to UE
The solution #3 does not include a signalling towards UE, which needs to be corrected at least for Alt#2. In Alt#2, the UE initiates the PDU session modification for multicast by transmitting PDU Session Modification Request. When the UE transmits the PDU Session Modification Request, the UE enters the PDU session modification pending states and it expects the reception of PDU Session Modification Command in the response. Thus, the PDU Session Modification Command needs to be transmitted to the UE.
It may be also purposeful to transmit PDU Session Modification Command to the UE in case the procedure is trigged via UPF, i.e. Alt#1, to provide the UE with downlink QoS rules for identification of a Multicast flow (QoS flow) which the network is to use for a particular downlink traffic as specified in TS 24.501. 
	TS 24.501
[bookmark: _Toc20233300]9.11.4.13	QoS rules
The purpose of the QoS rules information element is to indicate a set of QoS rules to be used by the UE, where each QoS rule is a set of parameters as described in subclause 6.2.5.1.1.2:
a)	for classification and marking of uplink user traffic; and
b)	for identification of a QoS flow which the network is to use for a particular downlink user traffic.
[bookmark: _Hlk493750505]NOTE:	The UE needs to be aware of a QoS flow which the network is to use for a particular downlink user traffic e.g. to determine whether a resource is available for downlink media of a media stream of an SDP media description provided by the UE in an IMS session.
The QoS rules may contain a set of packet filters consisting of zero or more packet filters for UL direction, zero or more packet filters for DL direction, zero or more packet filters for both UL and DL directions or any combinations of these. The set of packet filters determine the traffic mapping to QoS flows.




The PDU Session Modification Command should include Multicast flows and associated QoS information. The presence of QoS rules for downlink traffic matching the multicast address sent in the join message indicates implicitly to the UE that the multicast context has been successfully created or modified. The modification of PDU Session Modification Command with explicit indication of the multicast address could be also considered. 
Proposal: Solution #3 should be updated to allow for PDU Session Modification Command/Ack signalling to the UE.
2	Conclusions
It is proposed to update to solution #3 in TR 23.757 as per the proposals made in the discussion section. The proposed changes are shown below. 

Proposed changes to TR 23.757
[bookmark: _Toc31011429][bookmark: _Toc31176942]6.3	Solution #3: Integrated Multicast and Unicast Transport
[bookmark: _Toc31011430][bookmark: _Toc31176943]6.3.1	Functional Description
[bookmark: _Toc31011431][bookmark: _Toc31176944]6.3.1.1	System Architecture
This solution addresses Key Issue 1 and proposes a system architecture that reuses as much as possible the system architecture and procedures of current 5GS unicast system architecture. The architecture functional entities are described in Annex A.1 "5G MBS system architecture based on unicast 5GC".
[bookmark: _Toc31011432][bookmark: _Toc31176945]6.3.1.2	Multicast Session Context and Multicast flow characteristics
The proposed multicast communication service session management is an extension of the existing solution for IPTV in TS 23.316 [7].
The Multicast Session context is identified by a Multicast Session context ID and is used to represent information about the group of UEs receiving Multicast flows with the same Multicast Session context ID. Multicast flows represents QoS flows within a Multicast Session context.
In case of IP PDU session type, the Multicast session context ID represents one IP multicast group address (i.e. any source multicast or source specific multicast). The packet filters for all Multicast flows within the Multicast context shall have the same destination and, in case of source specific multicast, also source IP addresses. The default Multicast flow shall allow for any source and destination ports and any protocols. An AF may request the PCF/NEF to create policies for Multicast flows within the Multicast Session context to meet the needs of application service flows that use different ports and protocols.



Note:	There may QOS flows unrelated to multicast data. The default Qos flow may be used to transport multicast data and data unrelated to multicast

Figure 6.3.1.2-1: Multicast Session Context, UE group and Multicast flow model
On N3 or MB-N3, the Multicast flows within one Multicast Session context use the same shared tunnel.
At the NG-RAN, the Multicast flow identifier maps to radio bearer. If the QoS characteristics of Multicast flows allow, NG-RAN can also map several Multicast flows within a Multicast Session context to one radio bearer. The characteristics of the radio bearer depends on RAN decision on whether to deliver the Multicast flow content via unicast or point-to-multipoint (PTM) transmission.
The 5G QoS model is extended to support Multicast flow. At Session Management level for a particular UE the Multicast session context may exist in association with at least one PDU session, and can be set-up during the PDU session establishment or modification procedure. It may be modified at any point via PDU session modification procedure. Note that the Multicast session context is common to all UEs configured with the Multicast session context, but the associated PDU session context is specific to each UE.
The Multicast context ID and Multicast flow ID are assigned by the SMF. The SMF provides the Multicast flow information (packet filters, etc.) to the UPF.
If point-to-point (PTP) tunnelling is used in N3, the SMF provides RAN with Multicast context ID, Multicast flows and associated QoS information. The RAN responds with downlink tunnel information for the Multicast context. The SMF configures UPF with Multicast flows, associated QoS information and the downlink tunnel information.
If point-to-multipoint tunnelling is used (MB-N3), the SMF provides the UPF with MB-N3 tunnelling information. The SMF provides Multicast context ID, Multicast flows Id and associated QoS information and MB-N3 tunnel information to the RAN.
Point-to-point and point-to-multipoint tunnelling on N3/N9 have both their merit. Point-to-point tunnelling provides more freedom in regard to the deployment of UPF(s) and RAN (e.g. CU-UP) because the infrastructure interconnecting these elements of 5G system does not need to support multicast routing. On the other hand, point-to-multipoint tunnelling on N3/N9 can me more resource efficient if the same content is delivered to a larger number of RAN nodes.  Noting that the user plane configuration is slightly different depending on whether N3/N9 uses point-to-point (unicast) or point-to-multipoint (multicast) tunnelling, it seems anyway beneficial at the cost of additional standardization and implementation efforts to support both point-to-point and point-to-multipoint tunnelling on N3/N9 by the specification which allows to meet requirements of different deployments.
Editor's note:	Whether both point-to-point and point-to-multipoint tunnelling in N3 needs to be supported or only one of the two variants is FFS.
Figure 6.3.1.2-1 depicts the user plane path for a Multicast flow.


Figure 6.3.1.2-1: Multicast context / multicast flow user plane model
When multicast traffic transport is established, there is no need for unicast transport in N3from the AF. In AS, when RAN decides to switch to PTM transmission, the DRB previously allocated to the QoS Flow is not used anymore.
An UPF, based on configuration received from SMF, identifies a packet as belonging to a Multicast flow, in which case it delivers it to one or multiple RAN nodes via a shared tunnel identified by a shared TEID associated with the Multicast session context to which the Multicast flow belongs to.
The AN delivers download data for the Multicast flow via broadcast or unicast over the air.
Each Multicast session context is managed by one SMF that may be different from the SMF controlling the PDU session of a user within the multicast group. The identification of SMF handling Multicast session is stored in the UDR as part of multicast group context information.
User plane establishment for a multicast group between the RAN node and the ingress node is not required each time a user of the RAN node is added to a multicast group. The user plane between the ingress node and the RAN node only needs to be added when the first users served by the RAN node joins the multicast group (of a user within the multiplex group is handed over to the RAN node). The user plane between the ingress node and the RAN node only needs to be terminated when the last users served by the RAN node leaves the multicast group, terminates the PDU session, or is handed over to another RAN node.
RAN nodes control the establishment of the multicast distribution user plane towards them.
Editor's note:	How to handle the case where a UE requests to establish a Multicast session context associated with a PDU session, but the Multicast session context is managed by a different SMF, is FFS.
[bookmark: _Toc31011433][bookmark: _Toc31176946]Optionally, for each specific UE, the SMF may configure the associated unicast PDU session to transport the multicast data to the UE. This may be used e.g. in case of mobility to NG RAN node not supporting 5G MBS, or when a UE does not support receiving multicast data over the radio according to 5MBS. The SMF generates unicast QoS flows matching the multicast flows within the unicast PDU session.
6.3.2	Procedures
[bookmark: _Toc31011434][bookmark: _Toc31176947]6.3.2.1	Multicast context and Multicast flow setup/modification via PDU Session Modification procedure
The Multicast context and Multicast flow setup/modification uses an enhanced PDU session modification procedure for unicast traffic defined in TS 23.502 [8].




 
Figure 6.3.2-1: PDU Session modification for multicast
1.	The content provider announces the availability of multicast using higher layers (e.g., application layer). The announcement includes at least the multicast address of a multicast group that UE can join.
	The content provider may also send a request to register and reserve resources for the correspondinga multicast session group to the NEF and communicate the related multicast address as detailed in subclause 6.3.2.2.2.
	The content provider may invoke the services provided by the PCF or NEF to provision the multicast information. The multicast information is used to identify (e.g., IP Address of multicast data) and reserve resources for the multicast. Multicast information may further include: QoS requirements, UE authorization information, service area identifying the service scope, and start and end time of MBS. The existing procedure defined in TS 23.502 [8], clause 4.15.6.2 could be used as starting point.The NEF selects SMF2 controlling an UPF2 serving as ingress point for the multicast data and creates a multicast context and stores related information including the SMF ID in the UDR. The SMF2 or UPF2 may allocate an IP address and Port for ingress multicast traffic, which is then provided to the content provider via NEF	Comment by Huawei User 139e 0608: It seems that some parts of the previous description in 23.757 were wrongly deleted. i.e.:

“Multicast information may further include: QoS requirements, UE authorization information, service area identifying the service scope, and start and end time of MBS. The existing procedure defined in TS 23.502 [8], clause 4.15.6.2 could be used as starting point.”

We add this part back.
Editor's note:	Other parameters provided by content provider are FFS.
Editor's note:	Signalling interactions between the content provider and PCF for multicast session policies is FFS.
Editor's note:	Adding the UPF ID and/or QoS information to the multicast context stored in the UDR is ffs.
NOTE 1:	The request to reserve resources for the corresponding multicast session is optional and can be replaced by configured data based on commercial agreements. If IP multicast is used in the external network, the content provider does not require information where to send the multicast data.
NOTE 2:	SMF1 and SMF2 can be identical.
2.	The UE registers in the PLMN (see clause 4.2.2.2 of TS 23.502 [8]) and request the establishment of a PDU session (see clause 4.3.2.2 of TS 23.502 [8]). The UE also indicates its capability to receive multicast data over the radio.  The AMF obtains information from the UDM whether the UE can join multicast sessions as part of the SMF Selection Subscription data. If so, for direct discovery, the AMF selects an SMF1 capable of handling multicast sessions based on locally configured data or a corresponding SMF capability stored in the NRF and also indicates the UE's capability to receive multicast data over the radio to the SMF.
3.	The content provider announces the availability of multicast using higher layers (e.g., application layer). The announcement includes at least the multicast address of a multicast group that UE can join.
43.	Alternative 1: user plane signalling (can also be used a legacy UE not supporting the capability to receive multicast data over the radio):
43a.	The UE joins the multicast group.
43b.	The UPF is a multicast capable router. The reception of the join message triggers the UPF to notify the SMF1. The UPF can be optimized to send the notification only when the UE's status in regard to number of multicast groups UE has joined changes, i.e., when the UE joins or leaves a group. The SMF initiates PDU session modification procedure upon the reception of the notification from the UPF.
54.	Alternative 2: control plane signalling:
54a.	The UE sends the PDU Session Establishment/Modification Request either upon a request from higher layers or upon a detection by lower layers of UE joining a multicast group (i.e., detection of IGMP or MLR and detection of the change of content of these messages). The PDU Session Modification Request shall include information about multicast group, which UE wants to join, such as multicast addresses listed in the IGMP and MLR messages. This information is needed for configuration of the UPF with appropriate packet filters.
54b.	The AMF invokes Nsmf_PDUSession_UpdateSMContext (SM Context ID, N1 SM container (PDU Session Modification Request with the multicast information)).
65.	If the SMF1 has no information about the multicast context for the multicast group, Tthe SMF1 checks at the UDR whether a multicast context for the multicast group (address) exists in the system, i.e., whether there is a UE that already joined the multicast group. If the multicast context for the multicast group does not exist, then the SMF1 creates it when the first UE joins the multicast group, stores the multicast context including itself as multicast controlling SMF in the UDR, and configures an UPF to handle the multicast data distribution (SMF1 and SMF2, and UPF1 and UPF2 in this flow are then identical). If it is the first UE joining the multicast group, the UPF may also have to join the multicast tree towards the content provider; the SMF should request the UPF to join the multicast tree when configuring the UPF, see e.g. step 13 and 23. If a multicast context already exists in the UDR, the SMF1 retrieves the related information, including information related to SMF2 controlling the multicast ingress point.	Comment by Nokia, r07: No, you also require that for unicast distribution in step 22ff
Editor's note:	It is ffs. whether SMF1 further interacts with SMF2 or UDR to determining the QoS rules for multicast
If the UE supports the reception of multicast data, steps 7 to 21 apply
76.	The SMF1 requests the AMF to transfer a message to the RAN node carrying transparently to RAN node an indication that the UE joined the multicast session identified by the multicast address using the Namf_Communication service using the Namf_N1N2MessageTransfer service (N2 SM information (PDU Session ID, Multicast Context ID, SMF2ID), N1 SM container (PDU Session Modification Command (PDU Session ID , multicast information ([Multicast Context ID], multicast address,)) to
-	create a multicast context in the RAN, if it does not exist already; and
-	inform about the relation between the multicast context and the UE’s PDU session.
Editor's note:	Whether the N1N2 message transfer service operation or a new service operation is used is FFS. The related Session Management signalling towards the UE, e.g., providing information regarding Multicast Context and Multicast Flows is also FFS. It is also FFS if additional dedicated signalling towards the RAN node to establish a multicast distribution session is required.
7 Editor's note:	It is ffs. whether SMF1 further adds QFI(s) associated to multicast QoS Profile(s) and QoS rules for multicast flows into the PDU Session Modification Command. Inclusion of SMF2ID is tbc.
8.	The N2 session modification request is sent to the RAN. The request is sent in the UE context using the currently standardizedPDU Session Resource Modify Request message enhanced with multicast related information, which includes a multicast group identity (e.g., multicast address itself, Multicast Session context ID, or and multicast flow information such as multicast QoS Flow ID and associating QoS information). The RAN is using the multicast group identity to determine that the session modification procedures of two or more UEs correspond to one multicast group. In other words, the RAN learns what UEs are receiving the same multicast from the multicast group identity. When the RAN receives a session modification request for previously unknown multicast group identity, the RAN is configures resourcesd to serve this multicast group.
Editor's note:NOTE 3:	It is FFS which information is used by NG-RAN to determine the The mapping between a Multicast flows ID and a (unicast) DRB of a specific UE(unicast and/or broadcast) radio bearers should be studied in the RAN WGs in the NR_MBS work item.
Editor's note:	It is FFS whether RAN awareness about the group of UEs receiving the same multicast traffic poses an issue for certain Public Safety scenarios.
9. The N1 SM container (PDU Session Modification Command) is provided to the UE.
810.	The RAN performs the necessary access network resource modification such as configuration of broadcast bearers. RAN node checks whether the user plane for the multicast group/context distribution is already established towards the RAN node. If RAN supports MBS, RAN configures the UE for receiving the multicast data via multicast session.	Comment by Nokia, r07: Was already in the first sentence, but if you insist
Editor's noteNOTE 4:	The details of access network resource modification this procedure should be studied in the RAN WGs.
If no user plane for multicast group distribution is established towards the RAN node, steps 11 to 15 are executed
11.	RAN node selects the AMF to reach SMF2 and signals a request for the user plane establishment towards AMF [SMF2 ID, Multicast context/group ID]. If the RAN node is configured to use a unicast transport for multicast distribution sessions, it allocates a downlink tunnel ID (an IP address and a GTP-U TEID) for the reception of the multicast distribution session and indicates the downlink tunnel information in the request.
Editor's note:	Inclusion of SMF2 ID and related AMF selection is tbc.
12. AMF forwards the request towards the SMF2
[bookmark: _Hlk42605494]Editor's note:	It is ffs. whether step 12 is passed through SMF1.
13: For unicast transport of the multicast distribution session, SMF2 configures UPF2 to transmit the multicast distribution session towards the received IP address and a GTP-U TEID..	Comment by Huawei User 139e 0608: Aligned with step 5	Comment by Nokia, r07: Rather confusing as this is only under the condition that SMF1 and 2 are identical and the user is the first to join the multicast session. Better omit this here.
14 SMF1 sends a multicast distribution session response to AMF. It indicates QoS rule(s) for Multicast flows. For multicast transport of the multicast distribution, it also indicates in the downlink tunnel information the transport multicast address for the multicast session.	Comment by Nokia, r07: Reinstated as we need reply messages with mulicast transport address and it makes no sense to send this via SMF 1.
Editor's note:	It is ffs. whether step 14 is passed through SMF1. Inclusion of QoS rules is also tbc.
15 AMF forwards multicast distribution session response to RAN node.
169.	The RAN sends the session modification response that may include downlink tunnel information, see step 6.
1017.	The AMF transfers the possible downlink tunnel information session modification receivedresponse received in step 9 16 to the SMF1 via the Nsmf_PDUSession_UpdateSMContext service.. The SMF stores the information about the multicast distribution session towards the RAN node serving the UE and the possible received downlink tunnel information if it did not previously store that information when handling a multicast service request of another UE served by the same RAN node.
NOTE 5:	Message mentioned in step 11 and 16, and message mentioned in step 12 and 17, are actually the same message. Separate steps are used is for the sake of clarity.
Editor's note:	Whether the Nsmf_PDUSession_UpdateSMContext service operation or a response to the Namf_Communication service operation is used is FFS.
11.	If the RAN node serving the UE does not yet receive the multicast distribution session, the SMF handling the multicast distribution session sends an N4 session modification request to the UPF including tunnel information if unicast tunnelling is used.
1218.	The UPF2 receives multicast PDUs according to the configuration in step 11.
193.	The UPF2 sends multicast PDUs in the N3/N9 tunnel associated to the multicast distribution session to the RAN. There is only one tunnel per multicast distribution session and RAN node, i.e., all associated PDU sessions share this tunnel.
2014.	The RAN selects multicast or unicast radio bearers to deliver the multicast PDUs to UEs that joined the multicast group.
2115.	The RAN performs the transmission using the selected bearer.
If the UE does not support the reception of multicast data, steps 22 to 34 apply
22.	SMF1 signals a request for the user plane establishment towards SMF2 [Multicast context/group ID]. If the SMF1 is configured to use a unicast transport for multicast distribution sessions,  SMF1 or UPF1 allocate a downlink tunnel (an IP address and a GTP-U TEID) for the reception of the multicast distribution session and SMF1 indicates the downlink tunnel information in the request.	Comment by Nokia, r07: This is already covered in step 6
23: For unicast transport of the multicast distribution session, SMF2 configures UPF2 to transmit the multicast distribution session towards the received IP address and a GTP-U TEID..
24: SMF2 sends a multicast distribution session response to SMF1. It indicates QoS rule(s) for Multicast flows. For multicast transport of the multicast distribution, it also indicates in the downlink tunnel information the transport multicast address for the multicast session.
25: SMF1 configures UPF1 to receive the multicast distribution session and forward the data within unicast transport.
If the SMF decides to establish dedicated QoS flow for the unicast transfer of the multicast data, steps 22 to 33 apply
26.	The SMF derives the QoS Rules for the unicast transfer of multicast data based on QoS parameters for multicast transmission received in step 24. SMF maps the multicast QFI to a unicast QFI of the PDU Session; other QoS parameters of unicast QoS Profile are same as the one for multicast transmission. The SMF requests the AMF to transfer a message to the RAN node using the Namf_N1N2MessageTransfer service (N1 SM container (PDU Session Modification Command (PDU Session ID, QoS rule(s)).
27	The N2 session modification request is sent to the RAN..
28. The N1 SM container (PDU Session Modification Command) is provided to the UE.
29.	The RAN sends the session modification response.
30.	The AMF transfers the session modification response received in step 29 to the SMF1 via the Nsmf_PDUSession_UpdateSMContext service.
31.	The UPF2 receives multicast PDUs.
32.	The UPF2 sends multicast PDUs in the N3/N9 tunnel associated to the multicast distribution session to UPF1. There is only one tunnel per multicast distribution session and destination UPF, i.e., all associated PDU sessions share this tunnel.
33.	The UPF1 forwards the multicast data via unicast.
34.	The RAN forwards the multicast data via unicast.

6.3.2.2	Multicast group configuration
6.3.2.2.1	General
Configuration of a multicast group in the 5GC can occur:
-	when the first UE joins the multicast group 
-	based on static configuration. 
-	Triggered by an AF request via the NEF.
At service layer, the MSF can manage an MBS service, and apply related NEF procedures to configure a multicast group.
6.3.2.2.2	Multicast group configuration via NEF


6.3.2.2.2-1: Multicast group configuration via NEF
1:	AF of content provider may register at NEF that it provides contents for a multicast group (identified by multicast group ID which may be IP multicast address). Multicast information may further include media type information (e.g. audio,video …), QoS requirements, UE authorization information, service area identifying the service scope, and start and end time of MBS. The AF may also request the allocation of an ingress transport address where to send tunnelled multicast data.
2.	NEF checks authorization of content provider. .NEF selects SMF2 as ingress control node, possibly based on location area.
3-4:	NEF requests storage of multicast session context at UDR and provides multicast group ID, selected SMF2.
5:	The NEF may interact with the PCF by triggering a Npcf_PolicyAuthorization_Create request and provides Multicast group ID, AF Identifier, and the QoS requirements.
6: The PCF determines whether the request is authorized and notifies the NEF if the request is not authorized.
	If the request is authorized, the PCF derives the required QoS parameters based on the information provided by the NEF and determines whether this QoS is allowed (according to the PCF configuration for this AF), and notifies the result to the NEF. 
Editor’s note: It is FFS if the authorization check and check of allowed NEF input is performed by NEF or PCF.

	If the request is not authorized, the required QoS is not allowed, NEF responds to the AF in step 9 with a Result value indicating the failure cause.
7: NEF request SMF2 to reserve ingress resources for a multicast distribution session and provides Multicast session ID. It also indicates if the allocation of an ingress transport address is requested.
8:	The SMF sends SM MBS Policy Association Request to PCF with the Multicast session ID.
9: The PCF responds with SM MBS Policy Association Response with policies for the Multicast session ID. 
10:	SMF2 selects the UPF2 and requests it to reserve user plane ingress resources
11: If requested, UPF2 selects an ingress address (IP address and port) and provides it to SMF2
12: SMF2 indicates the possibly allocated ingress address to the NEF. It also indicates the success or failure of reserving transmission resources.
13: The NEF indicates the possibly allocated ingress address to the AF.
.	Comment by Nokia, r07: There will be other session IDs selected by the SMF on N4. Message 13 is a reply and correlated with the request on HTTP level. But if you insist we can keep this note.

6.3.2.2.3	Example of AF use of Multicast group configuration via NEF in combination with SIP signalling.


6.3.2.X.2-1: Use of MBS Transport activation via NEF and UE configuration via SIP
1.	A SIP Invite (e.g. to join a conference) by a UE may trigger the AF to perform a Multicast group configuration via NEF. An AF may also receive similar SIP Invites by other UEs after it has configured the multicast group in step 2.
2.	If a related multicast group is not yet configured, the AF initiates MBS Multicast group configuration as described in 6.3.2.2.2.
3.	The AF includes in the SIP Invite response the multicast IP address information allocated to the multicast group. 
4. The UE joins the Multicast group by initiating PDU session establishment/modification procedure including the multicast IP address information as described in 6.3.2.1. 
6.3.2.x.3	Example of MBS service activation via MSF and MSF interaction with MBS transport.
Figure 6.3.2.x.3-1 shows an example of MSF (service layer) and MBS transport interaction, and AF/MSF interaction when an AF establishes an MBS service session via MSF, and configures UE via SIP signaling. Note that AF and UE may interact using different application layer protocols. 



6.3.2.x.3-1: Use of MBS service activation via MSF and MSF interaction with MBS transport
1.	A SIP Invite (e.g. to join a conference) by a UE may trigger the AF to perform a Multicast group configuration via NEF. An AF may also receive similar SIP Invites by other UEs after it has configured the multicast group in step 2.
2.	If a related multicast group is not yet configured, the AF sends Activate MBS Transport Request (optional: media information, service area, start time) to MSF-C.
3.	The MSF-C initiates MBS Multicast group configuration as described in 6.3.2.2.2.
4.	The MSF-C configures the MSF-U to handle the MBS session and provides the address information received in step 3 as destination address
5.	The MSF-U allocates a transport address to receive the multicast data.
6.	The MSF-C responds to AF with Activate MBS Transport Response (MBS context ID/IP multicast address information, and MSF-U transport address information) 
7.	The AF includes in the SIP Invite response the multicast IP address information allocated to the multicast group. 
8. The UE joins the Multicast group by initiating PDU session establishment/modification procedure including the multicast IP address information as described in 6.3.2.1. 

[bookmark: _Toc31011435][bookmark: _Toc31176948]6.3.3	Impacts on services, entities and interfaces
[bookmark: _Toc20473562][bookmark: _Toc500949103][bookmark: _Hlk500857602]SMF: The SMF must handle a multicast context and the enhanced PDU session procedures.
UPF: If the UE joins multicast group via user plane, the UPF must support a new capability to trigger a user plane event in a response to the reception of a join message. The UPF should also act as multicast capable router but this functionality was already introduced in TS 23.316 [7].
RAN: The RAN must support the PDU session procedures and store UEs' association with multicast group in a context as received from the SMF. The RAN should be able to select PTP or PTM bearers that are used for multicast data transmission to UEs.
N3: A tunnel on this interface, which is configured when the first UE joins a multicast group and PDU session modification is performed, should be used to deliver multicast data from the UPF to the RAN.
PCFNEF: The PCF NEF may interacts with Content Provider to reserve reception resources for a multicast group and receive QoS requirements, UE authorization information, service area, and start and end time of MBS sessions. It may also select the SMF handling multicast transmission. It stores information related to the multicast session in the UDR
UE: It needs to indicate the MBS service information as part of the user plan join message (e.g., IGMP join), or of the control plan message (e.g., PDU Session modification request).
UDR: Stores a multicast group context
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SA WG2 TD

image1.emf
PDU Session

Multicast Session Context

- Multicast Session Context ID

- a single multicast address

- defines the group of UEs that joined multicast session 

providing multicast communication service

Multicast Flow

- Multicast Flow ID

- Policy requested by AF via PCF/NEF

- Packet filter (media sub-component and its flow 

description as per 29.514, i.e. IPFilterRule [29.514])

1

1..*

* 1..*

QoS Flow for 

multicast data

- QoS Flow ID

(NOTE)

1

1..*

ϭ�–�ϭ�

association


Microsoft_Visio_Drawing.vsdx
PDU Session
Multicast Session Context
- Multicast Session Context ID
- a single multicast address
- defines the group of UEs that joined multicast session providing multicast communication service
Multicast Flow
- Multicast Flow ID
- Policy requested by AF via PCF/NEF
- Packet filter (media sub-component and its flow description as per 29.514, i.e. IPFilterRule [29.514])
1
1..*
*
1..*
QoS Flow for multicast data
- QoS Flow ID
(NOTE)
1
1..*
1 – 1 association



image2.emf
PDU Session

Multicast Session Context

- Multicast Session Context ID

- a single multicast address

- defines the group of UEs that joined multicast session 

providing multicast communication service

Multicast Flow

- Multicast Flow ID

- Policy requested by AF via PCF/NEF

- Packet filter (media sub-component and its flow 

description as per 29.514, i.e. IPFilterRule [29.214])

1

1..*

* 1..*


Microsoft_Visio_Drawing1.vsdx
PDU Session
Multicast Session Context
- Multicast Session Context ID
- a single multicast address
- defines the group of UEs that joined multicast session providing multicast communication service
Multicast Flow
- Multicast Flow ID
- Policy requested by AF via PCF/NEF
- Packet filter (media sub-component and its flow description as per 29.514, i.e. IPFilterRule [29.214])
1
1..*
*
1..*



image3.emf
QF 1X: DRB 1

UPF

RAN

Node 1

UE 1

QoS Flow 1X

Shared

M Flow Y

UE 2

QoS Flow 2X

UE 3

QoS Flow 3X

RAN

Node 2

UE 4

QoS Flow 4X

UE 1 unicast TEID

UE 2 unicast TEID

UE 3 unicast TEID

UE 4 unicast TEID

Packet 

Classifier

M flow Y over P-t-M

QF 2X: DRB 1

QF 3X: DRB1

QF 4X: DRB1

MBS Y: DRB2

MBS Y: DRB2

RAN decision to use 

Point-to-multipoint

RAN decision to use 

Point-to-point


Microsoft_Visio_Drawing2.vsdx
QF 1X: DRB 1
UPF
RAN
Node 1
UE 1
QoS Flow 1X
Shared
M Flow Y
UE 2
QoS Flow 2X
UE 3
QoS Flow 3X
RAN
Node 2
UE 4
QoS Flow 4X
N3  tunnel for Multicast Session Context including M flow  Y
N3  tunnel for Multicast Session Context including M flow  Y
UE 1 unicast TEID
UE 2 unicast TEID
UE 3 unicast TEID
UE 4 unicast TEID

Packet Classifier





M flow Y over P-t-M
QF 2X: DRB 1
QF 3X: DRB1
QF 4X: DRB1
MBS Y: DRB2
MBS Y: DRB2
RAN decision to use Point-to-multipoint
RAN decision to use Point-to-point



image4.emf
Alt#2: control plane

Alt#1: user plane

UE RAN AMF SMF UDR UPF

Content 

Provider

1: Multicast Announcement

2: UE Registration and PDU Session Establishment

3a: Multicast Join (IGMP/MLR)

3b: User Plane

Event Notify

4a: PDU Session

Modification Request

4b: Nsmf_

PDUSession_

Update

SMContext

5: Multicast distribution session check

6: Namf_

Communication_

XXX Request

7: N2 Session

Request

9: N2 Session

Response

10: Nsmf_

PDUSession

_Update

SMContext

11:N4 Session Modification

12. Multicast Data

13: N3/N9 tunnel (multicast datA)

14: Bearer Selection

15. Multicast 

Data

via unicast

 or multicast

bearer

PCF

8: AN-specific resource modification (inc. PDU Session Modification Command/Ack)


Microsoft_Visio_Drawing3.vsdx
Alt#2: control plane
Alt#1: user plane
UE
RAN
AMF
SMF
UDR
UPF
Content Provider
1: Multicast Announcement
2: UE Registration and PDU Session Establishment
3a: Multicast Join (IGMP/MLR)
3b: User Plane Event Notify
4a: PDU Session
Modification Request
4b: Nsmf_ PDUSession_ Update SMContext
5: Multicast distribution session check
6: Namf_ Communication_ XXX Request
7: N2 Session Request
9: N2 Session Response
10: Nsmf_ PDUSession _Update SMContext
11:N4 Session Modification
12. Multicast Data
13: N3/N9 tunnel (multicast datA)
14: Bearer Selection
15. Multicast  Data via unicast  or multicast
bearer
PCF

8: AN-specific resource modification (inc. PDU Session Modification Command/Ack)



image5.emf
Alt#2: control plane

Alt#1: user plane

3: Multicast Announcement

2: UE Registration and PDU Session Establishment

4a: Multicast Join (IGMP/MLR)

4b: User 

Plane

Event

Notify

5a: PDU Session

Modification Request

5b: Nsmf_

PDUSession_

Update

SMContext

7: Namf_

Communication_

N1N2Message

Transfer

8: N2 Session

Request

13:

 N4 Session

Modi

fication

18. 

Multicast

 Data

21. Multicast 

Data

via unicast

 or multicast

bearer

12: Multicast Distribution Request

14: Multicast Distribution Respons

16: N2 Session

Response

17: Nsmf_

PDUSession

_Update

SMContext

9: PDU 

session

Modification

/ACP

1: Multicast group configuration, see subclause 6.3.2.2.2

If muticast distribution to RAN node needs to be configured

UE RAN AMF SMF1 UPF1 UDR

UPF2

SMF2

Content 

Provider

10: AN-specific resource 

modification

and multicast distribution 

session check

19. Multicast  Data

20: Bearer 

Selection

11: Multicast

Distribution

Request

15: Multicast

Distribution

Respons

23: N4

Session

Modi

fication

22: Multicast Distribution Request

24: Multicast Distribution Respons

25:  N4

Session

Modification

6: Multicast distribution

session check

26: Namf_

Communication_

N1N2Message

Transfer

27: N2 Session

Request

28: PDU 

session

Modification

29: N2 Session

Response

30: Nsmf_

PDUSession

_Update

SMContext

If muticast distribution is used

32. 

Multicast

 Data

34. Multicast 

Data

via unicast

PDU session

33. Multicast Data via unicast PDU session

If uniicast distribution via PDU session is used

If dedicated QoS flows are used

31. 

Multicast

 Data

If SMF1 and SMF2 are diffrent


Microsoft_Visio_Drawing4.vsdx
Alt#2: control plane
Alt#1: user plane
3: Multicast Announcement
2: UE Registration and PDU Session Establishment
4a: Multicast Join (IGMP/MLR)
4b: User  Plane Event Notify
5a: PDU Session
Modification Request
5b: Nsmf_ PDUSession_ Update SMContext
7: Namf_ Communication_ N1N2Message
Transfer
8: N2 Session Request
13:  N4 Session Modi fication
18. 
Multicast
 Data
21. Multicast  Data via unicast  or multicast
bearer
12: Multicast Distribution Request
14: Multicast Distribution Respons
16: N2 Session Response
17: Nsmf_ PDUSession _Update SMContext
9: PDU 
session Modification
/ACP

1: Multicast group configuration, see subclause 6.3.2.2.2
If muticast distribution to RAN node needs to be configured
UE
RAN
AMF
SMF1
UPF1
UDR
UPF2
SMF2
Content Provider
10: AN-specific resource modification
and multicast distribution session check
19. Multicast  Data
20: Bearer Selection
11: Multicast Distribution Request
15: Multicast Distribution Respons
23: N4
Session Modi fication
22: Multicast Distribution Request
24: Multicast Distribution Respons
25:  N4
Session Modification
6: Multicast distribution
session check
26: Namf_ Communication_ N1N2Message
Transfer
27: N2 Session Request
28: PDU 
session Modification
29: N2 Session Response
30: Nsmf_ PDUSession _Update SMContext

If muticast distribution is used
32. 
Multicast
 Data
34. Multicast  Data via unicast PDU session
33. Multicast Data via unicast PDU session
If uniicast distribution via PDU session is used
If dedicated QoS flows are used
31. 
Multicast
 Data
If SMF1 and SMF2 are diffrent



image6.emf
Alt#2: control plane

Alt#1: user plane

3: Multicast Announcement

2: UE Registration and PDU Session Establishment

4a: Multicast Join (IGMP/MLR)

4b: User 

Plane

Event

Notify

5a: PDU Session

Modification Request

5b: Nsmf_

PDUSession_

Update

SMContext

7: Namf_

Communication_

N1N2Message

Transfer

8: N2 Session

Request

13:

 N4 Session

Modi

fication

18. 

Multicast

 Data

21. Multicast 

Data

via unicast

 or multicast

bearer

16: N2 Session

Response

17: Nsmf_

PDUSession

_Update

SMContext

9: PDU 

session

Modification

/ACP

1: Multicast group configuration, see subclause 6.3.2.2.2

If muticast distribution to RAN node needs to be configured

UE RAN AMF SMF1 UPF1 UDR

UPF2

SMF2

Content 

Provider

10: AN-specific resource 

modification

and multicast distribution 

session check

19. Multicast  Data

20: Bearer 

Selection

11: Multicast

Distribution

Request

23: N4

Session

Modi

fication

22: Multicast Distribution Request

24: Multicast Distribution Respons

25:  N4

Session

Modification

6: Multicast distribution

session check

26: Namf_

Communication_

N1N2Message

Transfer

27: N2 Session

Request

28: PDU 

session

Modification

29: N2 Session

Response

30: Nsmf_

PDUSession

_Update

SMContext

If muticast distribution is used

34. Multicast 

Data

via unicast

PDU session

If uniicast distribution via PDU session is used

If dedicated QoS flows are used

31. 

Multicast

 Data

If SMF1 and SMF2 are diffrent

12b. MC distr. Request

32. Multicast Data via unicast


Microsoft_Visio_Drawing5.vsdx
Alt#2: control plane
Alt#1: user plane
3: Multicast Announcement
2: UE Registration and PDU Session Establishment
4a: Multicast Join (IGMP/MLR)
4b: User  Plane Event Notify
5a: PDU Session
Modification Request
5b: Nsmf_ PDUSession_ Update SMContext
7: Namf_ Communication_ N1N2Message
Transfer
8: N2 Session Request
13:  N4 Session Modi fication
18. 
Multicast
 Data
21. Multicast  Data via unicast  or multicast
bearer
16: N2 Session Response
17: Nsmf_ PDUSession _Update SMContext
9: PDU 
session Modification
/ACP

1: Multicast group configuration, see subclause 6.3.2.2.2
If muticast distribution to RAN node needs to be configured
UE
RAN
AMF
SMF1
UPF1
UDR
UPF2
SMF2
Content Provider
10: AN-specific resource modification
and multicast distribution session check
19. Multicast  Data
20: Bearer Selection
11: Multicast Distribution Request
23: N4
Session Modi fication
22: Multicast Distribution Request
24: Multicast Distribution Respons
25:  N4
Session Modification
6: Multicast distribution
session check
26: Namf_ Communication_ N1N2Message
Transfer
27: N2 Session Request
28: PDU 
session Modification
29: N2 Session Response
30: Nsmf_ PDUSession _Update SMContext

If muticast distribution is used
34. Multicast  Data via unicast PDU session
If uniicast distribution via PDU session is used
If dedicated QoS flows are used
31. 
Multicast
 Data
If SMF1 and SMF2 are diffrent
12a. MC distr. Request
12b. MC distr. Request
33. Multicast Data via unicast PDU session
32. Multicast Data via unicast



image7.emf
Alt#2: control plane

Alt#1: user plane

3: Multicast Announcement

2: UE Registration and PDU Session Establishment

4a: Multicast Join (IGMP/MLR)

4b: User 

Plane

Event

Notify

5a: PDU Session

Modification Request

5b: Nsmf_

PDUSession_

Update

SMContext

7: Namf_

Communication_

N1N2Message

Transfer

8: N2 Session

Request

13:

 N4 Session

Modi

fication

18. 

Multicast

 Data

21. Multicast 

Data

via unicast

 or multicast

bearer

12: Multicast Distribution Request

14: Multicast Distribution Response

16: N2 Session

Response

17: Nsmf_

PDUSession

_Update

SMContext

9: PDU 

session

Modification

/ACP

1: Multicast group configuration, see subclause 6.3.2.2.2

If muticast distribution to RAN node needs to be configured

UE RAN AMF SMF1 UPF1 UDR

UPF2

SMF2

Content 

Provider

10: AN-specific resource 

modification

and multicast distribution 

session check

19. Multicast  Data

20: Bearer 

Selection

11: Multicast

Distribution

Request

15: Multicast

Distribution

Respons

23: N4

Session

Modi

fication

22: Multicast Distribution Request

24: Multicast Distribution Response

25:  N4

Session

Modification

6: Multicast distribution

session check

26: Namf_

Communication_

N1N2Message

Transfer

27: N2 Session

Request

28: PDU 

session

Modification

29: N2 Session

Response

30: Nsmf_

PDUSession

_Update

SMContext

If muticast distribution is used

32. 

Multicast

 Data

34. Multicast 

Data

via unicast

PDU session

33. Multicast Data via unicast PDU session

If uniicast distribution via PDU session is used

If dedicated QoS flows are used

31. 

Multicast

 Data

If SMF1 and SMF2 are diffrent


Microsoft_Visio_Drawing6.vsdx
Alt#2: control plane
Alt#1: user plane
3: Multicast Announcement
2: UE Registration and PDU Session Establishment
4a: Multicast Join (IGMP/MLR)
4b: User  Plane Event Notify
5a: PDU Session
Modification Request
5b: Nsmf_ PDUSession_ Update SMContext
7: Namf_ Communication_ N1N2Message
Transfer
8: N2 Session Request
13:  N4 Session Modi fication
18. 
Multicast
 Data
21. Multicast  Data via unicast  or multicast
bearer
12: Multicast Distribution Request
14: Multicast Distribution Response
16: N2 Session Response
17: Nsmf_ PDUSession _Update SMContext
9: PDU 
session Modification
/ACP

1: Multicast group configuration, see subclause 6.3.2.2.2
If muticast distribution to RAN node needs to be configured
UE
RAN
AMF
SMF1
UPF1
UDR
UPF2
SMF2
Content Provider
10: AN-specific resource modification
and multicast distribution session check
19. Multicast  Data
20: Bearer Selection
11: Multicast Distribution Request
15: Multicast Distribution Respons
23: N4
Session Modi fication
22: Multicast Distribution Request
24: Multicast Distribution Response
25:  N4
Session Modification
6: Multicast distribution
session check
26: Namf_ Communication_ N1N2Message
Transfer
27: N2 Session Request
28: PDU 
session Modification
29: N2 Session Response
30: Nsmf_ PDUSession _Update SMContext

If muticast distribution is used
32. 
Multicast
 Data
34. Multicast  Data via unicast PDU session
33. Multicast Data via unicast PDU session
If uniicast distribution via PDU session is used
If dedicated QoS flows are used
31. 
Multicast
 Data
If SMF1 and SMF2 are diffrent



image8.emf
SMF2 UDR

NEF

1. Multicast 

Session Request

(mulicast group ID)

UPF2

Content 

Provider

2. Multicast 

Session

Storage Request

(mulicast Session ID,

SMF2 ID)

3. Multicast 

Session 

Storage Response

4. Multicast 

Distribution Session

Request

(mulicast Session ID)

5.  Session

Request

6. Session 

Response

(Ingress address)

7. Multicast 

Distribution Session 

Response

(Ingress Address)

8. Multicast 

Session 

Response

(Ingress Address)


Microsoft_Visio_Drawing7.vsdx
SMF2
UDR
NEF
1. Multicast  Session Request
(mulicast group ID)
UPF2
Content Provider
2. Multicast  Session Storage Request
(mulicast Session ID,
SMF2 ID)
3. Multicast  Session  Storage Response
4. Multicast  Distribution Session Request
(mulicast Session ID)
5.  Session Request
6. Session  Response
(Ingress address)
7. Multicast  Distribution Session  Response
(Ingress Address)
8. Multicast  Session  Response
(Ingress Address)



image9.emf
SMF2 UDR

NEF

1. Multicast 

Session Request

(mulicast group ID,

QoS request)

UPF2

AF

3. Multicast 

Session

Storage Request

(mulicast Session ID,

SMF2 ID)

4. Multicast 

Session 

Storage Response

7. Multicast Distribution Session

Request (mulicast Session ID)

10.  Session

Request

11. Session 

Response

(Ingress address)

12. Multicast Distribution Session 

Response (Ingress Address)

13. Multicast 

Session 

Response

(Ingress Address)

2. Authorization and 

SMF selection

PCF

5. Policy Authorization request(

Multicast session ID, QoS)

6. Policy Authorization response(

Multicast session ID, QoS)

8. MBS Policy  Association

Request (Multicast 

Session ID)

9. MBS Policy  Association

Response


Microsoft_Visio_Drawing8.vsdx
SMF2
UDR
NEF
1. Multicast  Session Request
(mulicast group ID,
QoS request)
UPF2
AF
3. Multicast  Session Storage Request
(mulicast Session ID,
SMF2 ID)
4. Multicast  Session  Storage Response
7. Multicast Distribution Session Request (mulicast Session ID)
10.  Session Request
11. Session  Response
(Ingress address)
12. Multicast Distribution Session  Response (Ingress Address)
13. Multicast  Session  Response
(Ingress Address)
2. Authorization and SMF selection
PCF
5. Policy Authorization request(
Multicast session ID, QoS)
6. Policy Authorization response(
Multicast session ID, QoS)
8. MBS Policy  Association
Request (Multicast 
Session ID)
9. MBS Policy  Association
Response



image10.emf
AF NEF SMF1 UDR

UPF2

2. Multicast group configuration via NEF

AMF RAN UE

3. SIP response (MBS context ID / IP information)

4. PDU Session Establishment/Modification Procedure

1. SIP Invite

UPF1 SMF2


Microsoft_Visio_Drawing9.vsdx
AF
NEF
SMF1
UDR
UPF2
2. Multicast group configuration via NEF
AMF
RAN
UE
3. SIP response (MBS context ID / IP information)
4. PDU Session Establishment/Modification Procedure
1. SIP Invite
UPF1
SMF2



image11.emf
AF

NEF SMF1 UDR

UPF2

3. Multicast group configuration via NEF

AMF RAN

UE

7. SIP response (MBS context ID / IP Multicast Address)

1. SIP Invite

UPF1 SMF2

MSF-C MSF-U

2. Activate MBS

Transport Request

(MBS Group ID, QoS,

service area, start time).

4. Session

request

(UPF transport

address)

5. Session

response

(MSF-U 

transport

address)

6. Activate MBS

Transport Response

(MBS Group ID,

MSF-U transport address,

IP multicast Address).

9. Multicast

Data.

8. PDU Session Establishment/Modification Procedure

10. Multicast Data.

11. Multicast Data.

12. Multicast 

Data.


Microsoft_Visio_Drawing10.vsdx
AF
NEF
SMF1
UDR
UPF2
3. Multicast group configuration via NEF
AMF
RAN
UE
7. SIP response (MBS context ID / IP Multicast Address)
1. SIP Invite
UPF1
SMF2
MSF-C
MSF-U
2. Activate MBS Transport Request (MBS Group ID, QoS,
service area, start time).
4. Session
request
(UPF transport
address)
5. Session
response
(MSF-U 
transport
address)
6. Activate MBS Transport Response (MBS Group ID,
MSF-U transport address,
IP multicast Address).
9. Multicast
Data.
8. PDU Session Establishment/Modification Procedure
10. Multicast Data.
11. Multicast Data.
12. Multicast 
Data.



