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1
Introduction

As discussed in the mailing list some time ago, it is important to clarify and synchronize on the use of some terminologies related to the addressing and delivery scheme.
S2-2003568 proposed to add clause 4.4 for terminologies like individual/shared and PTP/PTM. This document makes changes throughout the TR 23.757 to use those terms.
2
Proposal

This document proposes to standardize the use of various terminologies, which are proposed in S2-2003568.
* * * * First change * * * *

5.7
Key Issue #7: Reliable delivery method switching  for multicast service
5.7.1
Description

This key issue aims at providing support for dynamic delivery method switching in the 5GS. Depending on the number of devices receiving a specific content, their location, and RAN considerations, it may be necessary to support reliable and efficient delivery method switching between individual and shared delivery in CN and/or between PTP and PTM delivery in RAN. In addition, when a UE is receiving a multicast session, it may move across NG-RAN nodes and it is possible that the UE moves from a NG-RAN node that supports MBS to one that does not support MBS, or vice versa.
The following aspects will be studied:

-
Triggers for delivery method switching between individual and shared delivery in CN and/or between PTP and PTM delivery in RAN.
-
How delivery method switching is performed in the 5GS (including the UE) while supporting service continuity.
NOTE:
During the study of this key issue, RAN WGs, SA4 and SA6 will be involved, if needed.
5.8
Key Issue #8: Reliable delivery method switching for broadcast service
5.8.1
Description

When a UE is receiving a session, it may move from a NG-RAN node that supports MBS to a NG-RAN node that does not support MBS, or vice versa.

The following aspect will be studied:

-
Triggers for switching of delivery methods between individual and shared delivery in CN, and/or between PTP and PTM delivery in RAN.
-
How switching of delivery methods is performed in the 5GS while supporting service continuity.

5.9
Key Issue #9: Minimizing the interruption of public safety services upon transition between NR/5GC and E-UTRAN/EPC

5.9.1
Description

The approved RAN WID on NR Multicast Broadcast and Multicast (RP-193248) states in the objectives: "Architecture: it is the one in Figure 4.1-1 in TR 23.757 v0.2.0: High level MBS architecture, with the further restriction that only NR in NG-RAN (i.e. connected to 5GC) is considered as RAT". This means that there is no planned support for MBS over E-UTRA connected to 5GC.

This KI applies to PLMNs that have E-UTRAN/EPC based eMBMS deployments and 5G MBS over NR/5GC, with Public Safety services.

There may be UEs receiving an MBS service that move to E-UTRAN/EPC and use eMBMS, and vice versa. How to handle these services via both EPC and 5GC, and how to handle mobility across RATs should be considered.

Therefore, solutions that address this key issue focused on public safety services only should:

-
Allow an AF (Public Safety GCS AS) to provide the same Multicast/Broadcast service to UEs camping on E-UTRAN (eMBMS), and UEs over NR connected to 5GC (via 5G MBS solution).

-
Define procedures for UEs performing inter-CN type mobility between EPC and 5GC during a multicast session.

The goal is to minimize service interruption and packet loss and achieve rapid re-connection during transitions between various systems, as much as possible.

NOTE 1:
For the impacts to Public Safety services, work is expected to be done mainly in SA6.

NOTE 2:
Scheduling time to discuss solutions for this key issue will take place after concluding Key Issues #1, #2, and #7 that will define basic architecture and procedures for MBS in 5GS.

6
Solutions
6.0
Mapping of solutions to key issues

Editor's note:
This clause describes the mapping between solutions and key issues.

Table 6.0-1: Mapping of solutions to key issues

	
	Key Issues

	Solutions
	1

MBS session management
	2

Service levels definition
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6.1
Solution #1: Multicast service levels
6.1.1
Functional description

The following service levels for the multicast communication service are defined:

Editor's note:
Terminology to be confirmed. How the Service Level maps to Transport Only mode and Full-Service mode of operation as defined in TS 23.246 [4] is FFS.

Basic Service Level

Requirements for the basic service level are mandatory to be supported. The following requirements are defined:

-
Media are transported transparently through the 5GS;

-
Request to receive the multicast service;

-
Efficient packet distribution from the 5GS ingress to (R)AN node(s).

Editor's note:
It is FFS if the list is complete.

Enhanced Service Level

The requirements for the Basic service level also apply for the Enhanced Service Level. Additional requirements for the Enhanced Service Level are listed below. Different requirements out of this set may be necessary to address specific use cases.

Editor's note:
list to be completed.

6.1.2
Procedures

Editor's note:
This clause describes high-level procedures and information flows for the solution.
It is expected that procedures to address the requirements for the service levels defined in this solution proposal are proposed as part of other solution proposals.
6.1.3
Impacts on services, entities and interfaces

It is expected that an impact analysis to address the requirements for the service levels defined in this solution proposal are proposed as part of other solution proposals.

6.2
Solution #2: MBS Session setup using flexible radio resources

6.2.1
Functional Description

This Solution assumes the architectural alternative 2 (see Annex A, clause A.2).

This solution addresses Key Issue #1.

NOTE 1:
The solution assumes that the RAN can be notified by the UE of its interested MBS service.
In this solution for multicast service,

-
When no MBS session context exists in NG-RAN for an MBS service:

-
If a UE is interested in an MBS service, the UE notifies NG-RAN of the interested MBS, or a UE previously using MBS service in an old NG-RAN is moved to a new NG-RAN;

-
for the first UE initiating the MBS service interest, the (new) NG-RAN notifies the M-AMF for MBS service to initiate MBS session creation towards the (new) NG-RAN;

-
if the MBS session does not exist for the service in the M-AMF, the M-AMF notifies the MB-SMF to initiate the MBS session later.

-
When MBS session context exists in NG-RAN for an MBS service:

-
NG-RAN detects that no UE is using the MBS service (e.g. due to UE moving to a different NG-RAN), it notifies the M-AMF, so that the M-AMF can initiate MBS session stop towards the NG-RAN.

Based on the proposal above that NG-RAN can dynamically allocate the radio resource for MBS service, when UE moves from one NG-RAN to another, the multicast service can continue without switching to PTP.

NOTE 2:
Further interaction with RAN WGs, and SA4 and SA6 will be triggered, as needed.

6.2.2
Procedures
6.2.2.1
Requesting to allocate radio resource for MBS service

Transport Only mode is used as an example in the flows.

M-AMF is MBS specific and not associated with the UE.
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Figure 6.2.2.1-1: Requesting to allocate radio resource for MBS service
NOTE 1:
Procedure (A) can happen prior to, in parallel with, or after Steps 0, 4, 5 and 6. MBS service related configuration (e.g., TMGI allocation) occurs prior UE starting MBS service setup towards 5GS.

Editor's note:
How the TMGI is provided to the UE is FFS (e.g. from the AF, via PCF etc.).

0.
UE interacted with the Application Server, and the MBS Session will be started some time later.

1.
The Application Server starts MBS Session.

2.
The MB-SMF requests the MB-UPF to allocate IP address and port for receiving downlink traffic. The MB-SMF also requests MB-UPF to allocate the multicast address and C-TEID if the multicast address and C-TEID allocation is done by the MB-UPF.

3.
The MB-SMF responds to the Application Server with the IP address and port which the AS can send packets to.

4.
The UE notifies the NG-RAN that the UE is interested in a specific MBS service represented by TMGI.

Editor's note:
It is FFS whether UE expresses interest in a specific MBS service unconditionally (i.e., even if radio resources for this specific MBS service have already been allocated or even when the UE is in an area where the MBS service is not available). Whether RRC signalling can be used by UE to express interest in a specific MBS service depends on work in RAN WGs.

5.
No radio resource has been allocated for the MBS service, and the NG-RAN notifies the M-AMF of its interest. If radio resource has been allocated, step 5 to step 11 are skipped.

6.
The MBS Session for the MBS service is not started yet in the M-AMF, and the M-AMF stores the info that NG-RAN has interest in a specific MBS service and notifies the SMF of its interest in an MBS Service. If the MBS session has been started in the M-AMF, step 6 to step 9 are skipped.

Editor's note:
How the M-AMF discovers the MB-SMF is FFS.

Editor's note:
A check whether the UE is authorized to access the MBS service is FFS.

7.
If the MBS Session is already started, the MB-SMF immediately initiates the MBS Session towards the M-AMF, otherwise, the MB-SMF wait for the MBS Session start from MBSF/AF and then initiates MBS Session towards the M-AMF.

8-9.
MB-SMF initiates the MBS Session Start Request towards the M-AMF including the multicast address and C-TEID.

10-11.
The M-AMF sends the MBS Session Request also to the NG-RAN.

6.2.2.2
Releasing radio resource for MBS service
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Figure 6.2.2.2-1: Releasing radio resource for MBS service
1.
The NG-RAN detects that no UE is using an MBS service, e.g., due to UE moved to another NG-RAN.

2.
The NG RAN informs M-AMF that no UE within the NG-RAN is using an MBS service.

2a. If, for all NG-RAN managed by M-AMF, there are no UEs using the MBS service, M-AMF further informs MB-SMF about it. Otherwise, step 2b is skipped.

2b.
The MB-SMF stops the MBS Session towards the M-AMF.
3.
The M-AMF stops the MBS Session towards the NG-RAN.

4.
The NG-RAN releases the radio resource and leave the multicast group.

6.2.3
Impacts on services, entities and interfaces

Editor's note:
This clause describes impacts to services, entities and interfaces.
6.3
Solution #3: Integrated Shared and Individual Delivery
6.3.1
Functional Description

6.3.1.1
System Architecture

This solution addresses Key Issue 1 and proposes a system architecture that reuses as much as possible the system architecture and procedures of current 5GS unicast system architecture. The architecture functional entities are described in Annex A.1 "5G MBS system architecture based on unicast 5GC".

6.3.1.2
Multicast Session Context and Multicast flow characteristics

The proposed multicast communication service session management is an extension of the existing solution for IPTV in TS 23.316 [7].
The Multicast Session context is identified by a Multicast Session context ID and is used to represent information about the group of UEs receiving Multicast flows with the same Multicast Session context ID.

In case of IP PDU session type, the Multicast session context ID represents one IP multicast group address (i.e. any source multicast or source specific multicast). The packet filters for all Multicast flows within the Multicast context shall have the same destination and, in case of source specific multicast, also source IP addresses. The default Multicast flow shall allow for any source and destination ports and any protocols. An AF may request the PCF/NEF to create policies for Multicast flows within the Multicast Session context to meet the needs of application service flows that use different ports and protocols.
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Figure 6.3.1.2-1: Multicast Session Context, UE group and Multicast flow model

On N3 or MB-N3, the Multicast flows within one Multicast Session context use the same shared tunnel.

At the NG-RAN, the Multicast flow identifier maps to radio bearer. If the QoS characteristics of Multicast flows allow, NG-RAN can also map several Multicast flows within a Multicast Session context to one radio bearer. The characteristics of the radio bearer depends on RAN decision on whether to deliver the Multicast flow content via PTP or PTM transmission.

The 5G QoS model is extended to support Multicast flow. At Session Management level for a particular UE the Multicast session context may exist in association with at least one PDU session, and can be set-up during the PDU session establishment or modification procedure. It may be modified at any point via PDU session modification procedure. Note that the Multicast session context is common to all UEs configured with the Multicast session context, but the associated PDU session context is specific to each UE.

The Multicast context ID and Multicast flow ID are assigned by the SMF. The SMF provides the Multicast flow information (packet filters, etc.) to the UPF.

If point-to-point tunnelling is used in N3, the SMF provides RAN with Multicast context ID, Multicast flows and associated QoS information. The RAN responds with downlink tunnel information for the Multicast context. The SMF configures UPF with Multicast flows, associated QoS information and the downlink tunnel information.

If point-to-multipoint tunnelling is used (MB-N3), the SMF provides the UPF with MB-N3 tunnelling information. The SMF provides Multicast flow Id and associated QoS information and MB-N3 tunnel information to the RAN.

Editor's note:
Whether both point-to-point and point-to-multipoint tunnelling in N3 needs to be supported or only one of the two variants is FFS.

Figure 6.3.1.2-1 depicts the user plane path for a Multicast flow.
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Figure 6.3.1.2-1: Multicast context / multicast flow user plane model

When multicast traffic is established, there is no need for individual transport in N3. In the AS, when the RAN decides to switch to PTM transmission, the DRB previously allocated to the QoS Flow is not used anymore.

A UPF, based on configuration received from SMF, identifies a packet as belonging to a Multicast flow, in which case it delivers it to one or multiple RAN nodes via a shared tunnel identified by a shared TEID associated with the Multicast session context to which the Multicast flow belongs to.

The RAN delivers downlink data for the Multicast flow via PTM or PTP over the air.

Each Multicast session context is managed by one SMF.

Editor's note:
How to handle the case where a UE requests to establish a Multicast session context associated with a PDU session, but the Multicast session context is managed by a different SMF, is FFS.

6.3.2
Procedures
6.3.2.1
Multicast context and Multicast flow setup/modification via PDU Session Modification procedure

The Multicast context and Multicast flow setup/modification uses an enhanced PDU session modification procedure for unicast traffic defined in TS 23.502 [8].
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Figure 6.3.2-1: PDU Session modification for multicast

1.
The content provider announces the availability of multicast using higher layers (e.g., application layer). The announcement includes at least the multicast address of a multicast group that UE can join.

The content provider may also send a request to reserve resources for the corresponding multicast session to the NEF and communicate the related multicast address.


The content provider may invoke the services provided by the PCF or NEF to provision the multicast information. The multicast information is used to identify (e.g., IP Address of multicast data) and reserve resources for the multicast. Multicast information may further include: QoS requirements, UE authorization information, service area identifying the service scope, and start and end time of MBS. The existing procedure defined in TS 23.502 [8], clause 4.15.6.2 could be used as starting point.

Editor's note:
Other parameters provided by content provider are FFS.

Editor's note:
Signalling interactions between the content provider and PCF for multicast session policies is FFS.

NOTE 1:
The request to reserve resources for the corresponding multicast session is optional and can be replaced by configured data based on commercial agreements. If IP multicast is used in the external network, the content provider does not require information where to send the multicast data.

2.
The UE registers in the PLMN (see clause 4.2.2.2 of TS 23.502 [8]) and request the establishment of a PDU session (see clause 4.3.2.2 of TS 23.502 [8]). The AMF obtains information from the UDM whether the UE can join multicast sessions as part of the SMF Selection Subscription data. If so, for direct discovery, the AMF selects an SMF capable of handling multicast sessions based on locally configured data or a corresponding SMF capability stored in the NRF.

3.
Alternative 1: user plane signalling:

3a.
The UE joins the multicast group.

3b.
The UPF is a multicast capable router. The reception of the join message triggers the UPF to notify the SMF. The UPF can be optimized to send the notification only when the UE's status in regard to number of multicast groups UE has joined changes, i.e., when the UE joins or leaves a group. The SMF initiates PDU session modification procedure upon the reception of the notification from the UPF.

4.
Alternative 2: control plane signalling:

4a.
The UE sends the PDU Session Establishment/Modification Request either upon a request from higher layers or upon a detection by lower layers of UE joining a multicast group (i.e., detection of IGMP or MLR and detection of the change of content of these messages). The PDU Session Modification Request shall include information about multicast group, which UE wants to join, such as multicast addresses listed in the IGMP and MLR messages. This information is needed for configuration of the UPF with appropriate packet filters.

4b.
The AMF invokes Nsmf_PDUSession_UpdateSMContext (SM Context ID, N1 SM container (PDU Session Modification Request with the multicast information)).

5.
The SMF checks whether a multicast context for the multicast group (address) exists in the system, i.e., whether there is a UE that already joined the multicast group. If the multicast context for the multicast group does not exist, then the SMF creates it when the first UE joins the multicast group. If it is the first UE joining the multicast group, the UPF may also have to join the multicast tree towards the content provider.

6.
The SMF requests the AMF to transfer a message to the RAN node carrying transparently to RAN node an indication that the UE joined the multicast session identified by the multicast address using the Namf_Communication service.

Editor's note:
Whether the N1N2 message transfer service operation or a new service operation is used is FFS. The related Session Management signalling towards the UE, e.g., providing information regarding Multicast Context and Multicast Flows is also FFS. It is also FFS if additional dedicated signalling towards the RAN node to establish a multicast distribution session is required.

7.
The session modification request is sent to the RAN. The request is sent in the UE context using the currently standardized message enhanced with multicast related information, which includes a multicast group identity (e.g., multicast address itself, Multicast Session context ID, or multicast flow information such as multicast QoS Flow ID and associating QoS information). The RAN is using the multicast group identity to determine that the session modification procedures of two or more UEs correspond to one multicast group. In other words, the RAN learns what UEs are receiving the same multicast from the multicast group identity. When the RAN receives a session modification request for previously unknown multicast group identity, the RAN is configured to serve this multicast group.

Editor's note:
It is FFS which information is used by NG-RAN to determine the mapping between a Multicast flow ID and a (unicast) DRB of a specific UE.

Editor's note:
It is FFS whether RAN awareness about the group of UEs receiving the same multicast traffic poses an issue for certain Public Safety scenarios.

8.
The RAN performs the necessary access network resource modification such as configuration of broadcast bearers.

Editor's note:
The details of this procedure should be studied in the RAN WGs.

9.
The RAN sends the session modification response that may include downlink tunnel information, see step 6.

10.
The AMF transfers the possible downlink tunnel information received in step 9 to the SMF. The SMF stores the information about the multicast distribution session towards the RAN node serving the UE and the possible received downlink tunnel information if it did not previously store that information when handling a multicast service request of another UE served by the same RAN node.

Editor's note:
Whether the Nsmf_PDUSession_UpdateSMContext service operation or a response to the Namf_Communication service operation is used is FFS.

11.
If the RAN node serving the UE does not yet receive the multicast distribution session, the SMF handling the multicast distribution session sends an N4 session modification request to the UPF including tunnel information if unicast tunnelling is used.

12.
The UPF receives multicast PDUs according to the configuration in step 11.

13.
The UPF sends multicast PDUs in the N3/N9 tunnel associated to the multicast distribution session to the RAN. There is only one tunnel per multicast distribution session and RAN node, i.e., all associated PDU sessions share this tunnel.

14.
The RAN selects PTM or PTP radio bearers to deliver the multicast PDUs to UEs that joined the multicast group.

15.
The RAN performs the transmission using the selected bearer.

6.3.3
Impacts on services, entities and interfaces

SMF: The SMF must handle a multicast context and the enhanced PDU session procedures.
UPF: If the UE joins multicast group via user plane, the UPF must support a new capability to trigger a user plane event in a response to the reception of a join message. The UPF should also act as multicast capable router but this functionality was already introduced in TS 23.316 [7].

RAN: The RAN must support the PDU session procedures and store UEs' association with multicast group in a context as received from the SMF. The RAN should be able to select PTP or PTM bearers that are used for multicast data transmission to UEs.

N3: A tunnel on this interface, which is configured when the first UE joins a multicast group and PDU session modification is performed, should be used to deliver multicast data from the UPF to the RAN.

PCF: The PCF interacts with Content Provider to receive QoS requirements, UE authorization information, service area, and start and end time of MBS sessions.

UE: It needs to indicate the MBS service information as part of the user plan join message (e.g., IGMP join), or of the control plan message (e.g., PDU Session modification request).

6.4
Solution #4: Multicast session management with dedicated MBS network functions

6.4.1
Functional description

This solution addresses KI#1 "MBS session management".

This solution decouples the possible PDU session user plane with the 5G MBS multicast session user plane. The architecture of this solution is based on alternative 2 (see Annex A, clause A.2).

6.4.2
Procedures
6.4.2.1
High-level procedures for multicast services

Figure 6.4.2.1-1 shows the high-level procedure for multicast services. In this figure, the Internal Content Provider is deployed by MNO itself hence belongs to the PLMN domain, which does not need NEF to access MBS services, while the External Content Provider is a third party Application Server hence does not belong to the PLMN domain, which needs NEF to access MBS services.
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Figure 6.4.2.1-1: High-level procedures for multicast services
<Stage 1> Multicast service configuration:

1.
The Content Provider performs TMGI management procedures over MB2 interface as described in clause 5.1.2.2 of TS 23.468 [5], or performs service management procedures over xMB interface as described in clause 5.3 (except 5.3.6) of TS 26.348 [6]. The NEF shall support MB2 interface or xMB interface to interact with external Content Provider, and invoke service operators of the MBSF for service association accordingly.

2.
UE may interact with the application server of a Content Provider over user plan for a multicast service. This can be used when the Content Provider does not need service announcement as described in TS 23.246 [4].
3.
The Content Provider performs MBS Bearer management procedures over MB2 interface as described in clause 5.1.2.3 and clause 5.1.2.4 of TS 23.468 [5], or performs session management procedures over xMB interface as described in clause 5.4 of TS 26.348 [6]. The NEF shall support MB2 interface or xMB interface to interact with external Content Provider, and invoke service operators of the MB-SCF for service parameters provisioning, e.g. QoS requirements, service area, etc., and subscribe events exposed from the MBSF.

<Stage 2> Multicast service operation:
4.
The UE that interests in a multicast session initiates a User MBS Multicast Session Establishment or Termination procedures with AMF, SMF, MB-SMF, MB-UPF, and MB-SCF. The MB-SMF interacts with the MBSF to perform MB service control for the UE, and interacts with the MB-UPF to create and modify the MBS session paths accordingly.

5.
If events have been subscribed by the internal Content Provider or the NEF, when condition of events are met, the MBSF performs MBMS Delivery Status Indication procedure with the internal Content Provider over MB2 interface as described in clause 5.1.2.5 of TS 23.468 [5], or performs Service Notification procedure with the internal Content Provider over xMB interface as described in clause 5.3.6 of TS 26.348 [6], or performs MB-SCF service notification with the NEF. The NEF shall support MB2 interface or xMB interface to interact with external Content Provider, and notify the event to the external Content Provider accordingly.

Editor's note:
What entity allocates IP multicast address used is FFS.
The following two clauses use External Content Provider as an example to describe how to establish and terminate a MBS session in step 4 of Stage 2. For Internal Content Provider, it can directly interact with MBSF without NEF involved.
6.4.2.2
User MBS Multicast Session Establishment

Figure 6.4.2.2-1 shows the procedure for 5G MBS multicast session establishment:


[image: image7.emf]17. Nmbmsf Service OP2 resp

15. Nmbmsf Service OP2 req

(N2 message2)

7. Nmbsf service OP1 resp

(IP multicast addr., 

[security info])

5. Nmbsf service OP1 req

(SUPI, IP multicast addr.)

4a. Nmbmsf Service OP1 req

(SUPI, GUAMI, PDU session ID,

N2 terminating point, UE location, IP data)

4b. Nmbmsf Service OP1 resp

11. Namf_Communication_N1N2MessageTransfer

(N1 message1, [N2 message1])

10. Namf_Communication_N1MessageSubscribe

(MB-SMF ID, N1-MB message types, [SUPI])

UE RAN MB-SMF MB-UPF MBSF

1. IGMP Join

(IP multicast addr.)

8. MB-UPF selection

UPF SMF

2. PDR report

(IP data)

3. MB-SMF selection

AMF

12. N1 message1

([PDU session ID], [security info])

13. N2 message2

9. MBS Session Steup

UDM

6a. Nudm_SDM_Get (SUPI)

NEF

Content 

Provider

6b. User authorization

14. Nsmf_PDUSession_UpdateSMContext req

(N2 message2)

16. MBS Session Modification

18. Nsmf_PDUSession_UpdateSMContext resp


Figure 6.4.2.2-1: User MBS Multicast Session Establishment procedure

1.
The UE sends an IGMP (IPv4) or MLD (IPv6) Join message over user plan of a PDU session to signal its interest in receiving a particular multicast 5G MBS session service identified by an IP multicast address.

2.
The UPF detects the IP data of IGMP or MLD, and forwards the IP data to the SMF according to the PDR installed in the UPF.

3.
The SMF selects a MB-SMF, e.g., based on local policy, subscription data, or UE location.

4.
The SMF invokes Nmbsmf_service_operator1 (SUPI, GUAMI, PDU session ID, N2 terminating point, UE location, IP data) and get response. The PDU session ID correspond to the PDU session for transferring the IGMP (IPv4) or MLD (IPv6) Join message.

5.
The MB-SMF resolves the IP data to get the IP multicast address and message type etc., and invokes Nmbsf_service_operator1 (SUPI, IP multicast address) to indicate a user join.

6.
The MBSF may invokes Nudm_SDM_Get service operator to authorize the user for the multicast session based on subscription, or the MBSF may notify the Content Provider of user join based on the event subscription. When receiving the user-join event, the Content Provider performs bearer management procedure or session management procedure to update the service parameters with information whether it allows the user to join the session or not, the MBSF waits for the authorization result.

7.
The MBSF responses to the Nmbsf_service_operator1 with the authorization result and may include security information in the service operator if required by the Content Provider.

8.
If authorization success, the MB-SMF selects a MB-UPF for the multicast session.

9.
If the RAN node is not in the 5G MBS session, the MB-SMF updates the MB-UPF to include the RAN node into the paths of the 5G MBS session. If the MB-SMF received security information from the MB-SCF and the RAN node is the first downlink endpoint of the 5G MBS session, the MB-SMF also sends the security information to the MB-UPF.

10.
If authorization success and the MB-SMF has not subscribed N1-MB message notification to the AMF, the MB-SMF invokes Namf_Communication_N1MessageSubscribe (MB-SMF ID, N1-MB message types, [SUPI]) service operator and get response.

NOTE:
If the deployment case is that multiple MB-SMF can subscribe to one AMF for N1-MB message notification, then the subscribe service operator shall include SUPI.
11.
If authorization success, the MB-SMF generates a N1 message1 ([PDU Session ID], [security information]) for the 5G MBS session to indicate the UE of the multicast session establishment. The N1 message1 actually is a N1-MB message, which may also include PDU session ID received from the SMF and security information received from the MB-SCF. The MB-SMF invokes Namf_Communication_N1N2MessageTransfer (N1 message1, [N2 message1]). The N2 message actually is a N2-MB message, which includes PDU session ID and information to RAN node, e.g., for shared CN tunnel setup, service QoS modification, etc.

12.
The AMF forwards the N1 message1 ([PDU Session ID], [security information]) to the UE. If the N2 message1 received, the AMF forwards the N2 message1 to the RAN node.

13. After receiving the N2 message1, the RAN may response a N2 message2 with the information for the 5G MBS session and the PDU session ID.

14.
The AMF invokes Nsmf_PDUSession_UpdateSMContext (N2 message2) to the SMF.

15.
The MB-SMF invokes Nmbscf_service operator2 including the N2 message2.

16.
The MB-SMF may update the MB-UPF for the 5G MBS session according to the received N2 message2.

17. The MB-SCF responses to the MB-SMF.

18. The MB-SMF responses to the AMF.

Editor's note:
The actual service operator names of MB-SMF and MBSF need to be determined during normative phase.
6.4.2.3
User MBS Multicast Session Termination
Figure 6.4.2.3-1 shows the procedure for 5G MBS multicast session termination:
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Figure 6.4.2.3-1: User MBS Multicast Session Termination procedure

1.
The UE sends an IGMP (IPv4) or MLD (IPv6) Leave message over user plan of a PDU session to leave a particular multicast service identified by an IP multicast address.
2.
The UPF detects the IP data of IGMP or MLD, and forwards the IP data to the SMF according to the PDR installed in the UPF.

3.
The SMF selects a MB-SMF, e.g., based on local policy, subscription data, or UE's current location.

4.
The SMF invokes Nmbsmf_service_operator1 (SUPI, GUAMI, PDU session ID, N2 terminating point, UE location, IP data) and get response. The PDU session ID corresponds to the PDU session for transferring the IGMP (IPv4) or MLD (IPv6) Leave message.

5.
The MB-SMF gets the IP multicast address and invokes Nmbsf_service_operator2 (SUPI, IP multicast address) to indicate a user leaving.

6.
The MBSF may invokes Nudm_SDM_Get service operator to authorize the user for the multicast session based on subscription, or the MB-SCF may notify the Content Provider of user leaving based on the event subscription. When receiving the user-leaving event, the Content Provider performs bearer management procedure or session management procedure to update the service parameters with information whether the user has joined the multicast session or not, the MB-SCF waits for the authorization result.

7.
The MBSF responses to the Nmbsf_service_operator2 with the authorization result.

8.
If authorization success and the MB-SMF has not subscribed N1-MB message notification to the AMF, the MB-SMF invokes Namf_Communication_N1MessageSubscribe (MB-SMF ID, N1-MB message types, [SUPI]) service operator and get response.

NOTE:
If the deployment case is that multiple MB-SMF can subscribe to one AMF for N1-MB message notification, then the subscribe service operator shall include SUPI.
9.
If authorization success, the MB-SMF may generate a N2 message3 and invokes Namf_Communication_N1N2MessageTransfer (N2 message3). The N2 message3 actually is a N2-MB message, which includes information to RAN node, e.g., for shared CN tunnel release, service QoS modification, etc.

10.
The AMF forwards the N2 message3 to the RAN.

Editor's note:
The actual service operator names of MB-SMF and MB-SCF need to be determined during normative phase.
6.4.3
Impacts on services, entities and interfaces
Editor's note:
This clause describes impacts to services, entities and interfaces.

6.5
Solution #5: Broadcast Session Start

6.5.1
Functional description

This solution enhances the existing 5GC architecture to provide broadcast service. The 5GC is responsible to manage the broadcast service based on, e.g., broadcast service information from AF. The baseline architecture 1 in Annex A.1 is assumed.
When the AF requests the 5GS to provide a broadcast service, the AF provides to the PCF directly or via NEF the broadcast service related information, including service identifier, service area, QoS requirement information. The PCF derives the involved SMFs to support the requested service based on e.g. the service identifier, service area. The PCF sends the service session start to the involved SMFs with the service identifier, the DNN info, slicing information, QoS profiles etc. The involved SMF(s) select the involved AMF(s) and involved PSA UPF and other UPF(s) according to the service identifier. The AMF(s) send service session start to the involved RAN node(s) with the service identifier.

Editor´s Note: It is FFS whether (and why) several SMFs need to be involved.

Editor's note:
How an SMF selects an AMF and why such functions are needed is FFS.

There is one PSA UPF targeting N6 for one broadcast service, and the PSA UPA is responsible to distribute the broadcast traffic to multiple UPFs or RANs within the service area over N9 or N3 tunnels configured by SMF(s). The PSA UPF can be configured by multiple SMFs for one broadcast service and each N9 or N3 tunnel can only be configured by one SMF based on local configuration. Taking Figure 6.5.1-1 as an example, SMF1 configures UPF1, RAN1 and corresponding N9-1, N3-1 tunnel, and SMF2 configures UPF2, RAN2 and corresponding N9-2, N3-2 tunnel.

For QoS aspect, the SMF1 and SMF2 obtain the uniform QoS profiles from PCF and provide to the PSA UPF, then the PSA UPF enforces the QoS for the broadcast service.
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Figure 6.5.1-1: Multiple SMFs for one broadcast service
6.5.2
Procedures
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Figure 6.5.2-1: Broadcast Session Start procedure

0: The broadcast service is announced in application layer, the UE receives the broadcast service information from application server.

Editor's note:
It is FFS how and when the AF obtains the radio-level identifier of the broadcast service (e.g. TMGI) that is provided to the UE.
1.
The AF requests to start one specific MBS Service to PCF or via NEF, providing the MBS assistance information, MBS service identifier, service area, service QoS requirement etc.

2.
The PCF selects involved SMF(s) for the MBS service based on the received MBS assistance (MBS service identifier, or service area) and local pre-configuration and the PCF generates the QoS profiles for the MBS service.

3.
The PCF sends session start request to the involved SMF(s) determined in Step 2, providing the service identifier, service area, DNN information, S-NSSAI information, and QoS profile.

4-5.
The SMF(s) determines the involved AMF(s) based on the MBS service identifier or service area and local configuration and sends session start request to AMF(s) with MBS identifier, including N2 message (service identifier, QoS parameters) for the MBS service.

Editor's note:
It is FFS if this AMF is for that dedicated UE and already selected as per Architecture option 1 via Unicast session establishment, then is it the same AMF for the UE or dedicated AMF for Session Start?

6-7.
The AMF(s) select involved RAN nodes based on the MBS service identifier and local configuration and establishing context for the MBS service.
Editor's note:
It is FFS if AMF selects the involved RAN nodes and in that case is the AMF dedicated for MBS session?
8.
If the RAN accepts the request, the RAN allocates the DL tunnel address information for the MBS service and responds to AMF/SMF.

9.
The SMF establishes session towards UPFs, including the DL tunnel address and QoS parameters.

10.
The SMF responds to the PCF the MBS session is established.

11.
The PCF responds to the AF the MBS service is started.

6.5.3
Impacts on services, entities and interfaces
In order to support this solution, the involved network entities need to support the following functionality.

PCF:

-
Receives the broadcast service information from AF, e.g. service identifier, service area, service requirements.

-
Determines the broadcast area and the involved SMFs for the target broadcast service.

-
Determines the policy and QoS profile for the broadcast service.

-
Determines DNN and slicing.

-
Authorization management.

SMF:

-
Receives the broadcast service information from the PCF, e.g. service identifier, QoS profile

-
Determines the involved PSA UPF and other UPFs;

-
Determines the involved AMF(s);

-
Manage the N3/N9 tunnels for the broadcast service.

AMF:

-
Receives the broadcast service information from the SMF, e.g. service identifier.

-
Determines the involved RAN nodes for the target broadcast service.

PSA UPF:

-
The anchor UPF connects to broadcast service based DNN.

-
Distributes the broadcast traffic to the involved UPFs configured by SMF.

-
Enforce broadcast QoS rule.

RAN node:

-
Allocate the N3 tunnel address for the broadcast service.

-
Transmitting broadcast traffic with satisfying the QoS requirements.

6.6
Solution #6: Multicast service initiation
6.6.1
Functional description

This solution addresses Key Issue 1 and proposes a multicast service initiation procedure based on the MBS reference architecture alternative 2 (see Annex A.2).

6.6.2
Procedures

6.6.2.1
MBS Session initiation procedure
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Figure 6.6.2.1-1: MBS session initiation procedure
The figure depicts MBS session initiation procedure as follows.

1.
Third party contents provider (or AF) requests MBS service(s) to MBSF (optionally via NEF) with service characteristics (e.g. service type, service area, target service UE group, etc.). At this step MBSF may check whether the AF is authorized to start the MBS service with UDM based on the target service UE group ID. If the MBS session is authorized, MBS session information (e.g. MBS session ID, address information of the MBSU, etc.) is selected by the MBSF and notified to the content provider.
Editor's note:
It is FFS if a service area in addition to a UE group is mandatory. Service type requires more explanation.
2.
MBSF initiates a multicast (shared) PDU session setup to MB-SMF so that the MB-SMF may get service authorization including authorized QoS info from PCF. The MBSF establishes a transport tunnel between MBSU and MB-UPF for multicast/broadcast delivery of the MBS data.

Editor's note:
The roles of PCF and UDM in this step need to be clarified. Is the PCF extended to perform policy control for a UE group?
It is also FFS how the MB-SMF is selected.
3.
The MB-SMF selects AMF(s), which in turn discovers and selects appropriate NG-RAN(s) for multicast/broadcast delivery of MBS data. To start the multicast/broadcast delivery, the NG-RAN establishes a multicast (shared) tunnel to the MB-UPF selected in the step 2.

Editor's note:
Criteria for the node selection should be added.

4.
Based on the step 3, MBS service announcement for multicast/broadcast delivery can be delivered to UEs, which includes the MBS service specific parameters e.g. DNN, MBS session ID, target service UE group ID, multicast IP address, RAN related information for broadcast/multicast delivery, etc.

Editor's note:
How to perform MBS service announcement is FFS RAN related information for broadcast/multicast delivery is decided by RAN WGs. Can the service announcement also be performed on application level by the AF?

Editor's note:
whether additional UE interactions to join the multicast session are required is FFS.

6.6.3
Impacts on services, entities and interfaces
Editor's note:
This clause describes impacts to services, entities and interfaces.

6.7
Solution #7: Local multicast service discovery

6.7.1
Functional description

This solution addresses KI#6 "Local MBS service".

This solution reuses UE Configuration Update procedure to provision local MBS multicast service area information to the UE, who is a member of the multicast service. When the UE, who is interesting with the multicast service, enters into the multicast service area, it detects the broadcast signalling (i.e. SIB) for local multicast service discovery.  The baseline architecture 2 in Annex A.2 is assumed.

Editor´s note:
Network function names should be aligned with architecture 2. Architecture 2 also shows no PCF,

6.7.2
Procedures
Figure 6.7.2-1 shows the procedure of 5G MBS multicast service discovery for receiving multicast data:
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Figure 6.7.2-1: Local multicast service discovery procedure

1.
The UE may register to the server application of the local MBS Content Provider and may get information for receiving the local multicast service data from the Content Provider, e.g., application layer security information, TMGI etc. The TMGI is allocated by MBSF.

2.
The Content Provider create or update the parameters of the local multicast service associated with the user with service boundary and service information, e.g., IP multicast address, TMGI, URL, etc.

Editor's note:
It is FFS whether and how the content provider should consider the current UE location. A signalling flood to update many unaffected UEs should be avoided.
3.
The NEF stores or updates the information related to the local multicast service associated with the user.

4.
The UDR invokes Nudr_DM_Notify (UE ID, service information, service boundary) to notify the PCF the change of the service parameters. The PCF may translate the service boundary information into TAI list or cell IDs.

Editor's note:
Whether the PCF is a proper NF for local multicast service parameters provisioning is FFS. If other NF is used instead of PCF, how for the NF to provide the service parameters to the UE is FFS, e.g. using UE Configuration Update procedure for transparent UE Policy delivery, etc.
Editor's note:
Whether UDR can be skipped is FFS.

5.
The PCF initiates UE configuration update procedure to notify the UE of the service parameters, which includes TMGI, service boundary, etc.

6.
If the UE is interesting with the local multicast service, the UE starts to detect whether it is in the Service Boundary, e.g. based on the TAI received in the SIB message.

Editor's note:
Detail of step 6 for why not use TMGI detection in SIB to discover the local multicast service is FFS.
Editor´s note: Usage of TAI is FFS. TA planning could be impacted by the requirements for local multicast service areas.

7.
When the UE is in the local multicast service area, if the UE does not receive multicast service data, or lack of information for receiving the multicast service data, e.g. network layer security information, the UE initiates multicast session establishment procedure to join the local multicast session.

6.7.3
Impacts on services, entities and interfaces
Editor's note:
This clause describes impacts to services, entities and interfaces.

7
Evaluation

8
Conclusions

Annex A:
Architecture alternatives

A.1
Baseline architecture 1: 5G MBS system architecture based on unicast 5GC

A.1.1
Transport aspects

It is assumed that the 5G MBS system architecture reuses as much as possible the system architecture and procedures of current 5GS unicast system architecture for Multicast Transport.

Figure A.1-1 shows the 5G system architecture for integrated Multicast transport with unicast. The solution relies on enhancing the existing 5GS network functions, NG-RAN and UE currently only supporting unicast transport, to support Multicast transport.
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Figure A.1.1-1: 5GS enhancement for Multicast support
The following new functionality is added to the current 5GC NFs, NG-RAN and UE:

-
NEF:

-
5G MBS service exposure.

-
Negotiation of 5G MBS service with AF, including QoS, 5G MBS service area.

-
PCF:

-
Support policies for Multicast services, including QoS parameters like 5QI, MBR, GBR.

-
Provide policy information regarding the MBS session to SMF.

-
Receive MBS service information from AF, directly (operator owned) or indirectly via NEF.

-
Note it is possible to establish multicast transport without interaction with NEF.

-
SMF:

 -
Control of MBS transport, based on received MBS policies from PCF.

-
Configuration of the UPF for MBS flows and for point to point or point-to-multipoint transfer.

-
Configuration of the RAN for MBS flows and QoS information.

-
SM configuration at the UE for MBS flows.

-
An SMF may be used for both unicast and MBS.

-
UPF:

-
Support of packet filtering of MBS flows, and delivery of MBS flows to RAN via point to point or point-to-multipoint N3.

-
Receive 5G MBS flow configuration from SMF.

-
Detection of IGMP packets and notification to SMF. (If UE joining is performed via IGMP).

-
A UPF may receive both unicast and MBS flows.

-
A UPF may use both shared and individual delivery methods simultaneously to address different UEs. 
-
NG-RAN:

-
Reception of MBS flows via N3 and delivery over-the-air.

-
Switch between PTM and PTP delivery of MBS flows.

-
UEs configuration for MBS flow reception at AS layer. (TBD how UE AS layer configuration of 5G MBS works)

-
UE:

-
Support of UE policy configuration extension to MBS.

-
Support of SM extension for MBS flows.

-
Signalling for joining MBS flow (via SM signalling or user plane IGMP Join).

-
MBS support at AS layer.

* * * * End of first change * * * *
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<Service Configuration>
UE
RAN
MBSF
Internal
Content Provider
NEF
External
Content Provider


Stage 2:
<Service Operation>
Shared CN tunnel for DL multicast data
DL multicast data
AMF/SMF
MB-SMF
MB-UPF
1a. TMGI management procedures (23.468 MB2) or Service management procedures (26.348 xMB)
1b-2. MB-SCF service opertors for 
Service Association
3a. Bearer management procedures 
or Session management procedures
3b-2. MB-SCF service operators for
Service Subscription and Provisioning
(QoS, Service area, etc.)
5a. Delivery Status Indication procedure 
or Service Notification procedure
5b-1. MB-SCF notification service operator
Broadcast
Shared CN tunnel for DL multicast data
Broadcast
5b-2. Delivery Status Indication Procedure or Service Notification procedure
3b-1. Bearer management procedures or Session management procedures
1b-1. TMGI management procedures or Service management procedures
DL multicast data
4. User MBS multicast session establishment or termination procedures
2. UE may interact with application server of Content Provider for content receiving



17. Nmbmsf Service OP2 resp
15. Nmbmsf Service OP2 req
(N2 message2)
7. Nmbsf service OP1 resp
(IP multicast addr., 
[security info])
5. Nmbsf service OP1 req
(SUPI, IP multicast addr.)
4a. Nmbmsf Service OP1 req
(SUPI, GUAMI, PDU session ID,
N2 terminating point, UE location, IP data)
4b. Nmbmsf Service OP1 resp
11. Namf_Communication_N1N2MessageTransfer
(N1 message1, [N2 message1])
10. Namf_Communication_N1MessageSubscribe
(MB-SMF ID, N1-MB message types, [SUPI])
UE
RAN
MB-SMF
MB-UPF
MBSF
1. IGMP Join
(IP multicast addr.)
8. MB-UPF selection
UPF
SMF
2. PDR report
(IP data)
3. MB-SMF selection
AMF
12. N1 message1
([PDU session ID], [security info])
13. N2 message2
9. MBS Session Steup
UDM
6a. Nudm_SDM_Get (SUPI)
NEF
Content Provider
6b. User authorization
14. Nsmf_PDUSession_UpdateSMContext req
(N2 message2)
16. MBS Session Modification
18. Nsmf_PDUSession_UpdateSMContext resp



Alt#2: control plane
Alt#1: user plane
UE
RAN
AMF
SMF
UDR
UPF
Content Provider
1: Multicast Announcement
2: UE Registration and PDU Session Establishment
3a: Multicast Join (IGMP/MLR)
3b: User Plane Event Notify
4a: PDU Session
Modification Request
4b: Nsmf_ PDUSession_ Update SMContext
5: Multicast distribution session check
6: Namf_ Communication_ XXX Request
7: N2 Session Request
8: AN-specific resource modification
9: N2 Session Response
10: Nsmf_ PDUSession _Update SMContext
11:N4 Session Modification
12. Multicast Data
13: N3/N9 tunnel (multicast datA)
14: Bearer Selection
15. Multicast  Data via unicast  or multicast
bearer
PCF



UE
M-AMF
NG-RAN
1. NG-RAN detects that no UE is using an MBS service
2. NG RAN informs AMF that no UE within the NG-RAN is using a MBS service

3. AMF stops the MBS Session towards the NG-RAN
4. NG-RAN release the radio resource and leave the multicast group
MB-SMF
2a. AMF notifies the SMF that MBS session is not needed
If no NG-RAN controlled by the AMF is involved in the MBS session,

2b. MBS Session Stop



PDU Session
Multicast Session Context
- Multicast Session Context ID
- a single multicast address
- defines the group of UEs that joined multicast session providing multicast communication service
Multicast Flow
- Multicast Flow ID
- Policy requested by AF via PCF/NEF
- Packet filter (media sub-component and its flow description as per 29.514, i.e. IPFilterRule [29.214])
1
1..*
*
1..*
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UE1


M-AMF


NG-RAN


4. Interested in an MBS Service


MB-SMF*


MB-UPF*


5. NG RAN informs AMF of its interest in a specific MBS service  


1. MBS Session Start Request


8. MBS Session Start Request


10. MBS Session Start Request


MBSF*/AS


MB-UPF


2. Get UPF address for receiving content from AS


0. UE interacts with the Application Server and gets information of an MBS service 


9. MBS Session Start Response


3. MBS Session Start Response


11. MBS Session Start Response


6. AMF notifies the SMF of its interest in an MBS service  


7. If MBS Session is already started, MB-SMF immediately initiates MBS Session towards the AMF, otherwise, the MB-SMF wait for MBS Session start from MBSF/AS*


If MBS Session not started yet in AMF


(A)


If Radio resource is not allocated for the MBS service



