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Abstract of the contribution:
This contribution is the revision of S2-2000701 which was submitted in Inchon meeting. It aims to add a new solution for key issue 1 to support the IP address discovery for Service Switch mechanism which is widely used in the industry. 
1. Introduction 
Normally the application provider deploys the Service Switch, e.g., HTTPDNS server, to decide the suitable application server for the UE based on the UE’s service access request, server distribution and the application provider’s policy. The name of the Service Switch may vary in different companies. The Service Switch has the whole knowledge of the application server distribution in the application provider’s own DC. So the Service Switch returns the IP address of the application server to the UE in the application layer within the HTTP response message. The following figure shows how it works without the deployment of MEC.
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However, when the content is distributed at both EAS and cloud servers, it’s hard for the Service Switch to decide whether to allocate IP address of EAS or cloud server to the UE.
This contribution proposes a solution to support the IP discovery for Service Switch mechanism which is widely used in the industry for key issue 1.
2. Proposal
It is proposed to add the following solution for key issue 1 to support the IP discovery for Service Switch mechanism which is widely used in the industry to TR 23.748.
* * * * Start of Change * * * *
6.0
Mapping of Solutions to Key Issues

Table 6.0-1: Mapping of Solutions to Key Issues

	Solutions
	Key Issues

	
	1
	2
	3
	5

	#1: Provisioning URSP configuration to the UE to establish PDU Sessions for edge applications
	X
	
	
	

	#2: Local DNS based edge server address discovery
	X
	
	
	

	#3: DNS AF
	X
	
	
	

	#4: Providing the DNS authoritative server with IP addressing information about where the UE is located
	X
	
	
	

	#5: Server Discovery using DNS, IP Routing and URSP
	X
	
	
	

	#6: Discovery of EAS based on DNS
	X
	
	
	

	#7: SMF/I-SMF selection based on DNAI
	X
	
	
	

	#x: IP address discovery for the Service Switch mechanism- DNS handling in both UPF and EC
	X
	
	
	


*********** Next Change (all new) ***********

6.X
Solution #X: IP address discovery for the Service Switch mechanism - DNS handling in both UPF and EC
6.X.1
Description

6.X.1.1
Introduction
This solution can apply to key issue 1.

In certain deployment, the third party has their own Service Switch to allocate the IP address of application server to the UE, based on UE’s requested content in the application layer, server distribution information and other internal policies. The Service Switch has the whole knowledge of the its application server distribution in the application provider’s own DC and the EC. 
NOTE:
Regards to the application server deployed in the EC, the Service Switch only knows the information of application servers in the EC for its own applications, but not for other applications.
In this approach, the DNS deployed in the mobile network resolves the IP address of the Service Switch based on the DNS request, and sends the IP address of the Service Switch within the DNS response. And then, the UE sends the HTTP request to the Service Switch and gets the IP address of the application server in the HTTP response. In most cases, the messages between the UE and Service Switch or application server are based on HTTS protocol. Fig.1 shows how this mechanism works.
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Fig.1 Current Service Switch mechanism
For the connectivity models defined in clause 4.2, the analysis of applying Service Switch mechanism is as follows:
· Distributed Anchor Point:
The Service Switch could get the knowledge that the UE can be served by the edge network based on the UE’s IP address, if the Service Switch can store the mapping relationship between the PSA UPF’s IP address range and the corresponding edge network.
Service Switch mechanism can apply to this connectivity model without any impact on the existing procedures.
· Session Breakout:
The Service Switch can’t get the information about the edge network based on the UE’s IP address, so the solution for this connectivity model needs further enhancements to support the Service Switch mechanism. 
The detailed solution for supporting Service Switch mechanism based on this connectivity model is introduced in this contribution.
-   Multiple PDU sessions:

    Edge Computing applications use a specific PDU session with the PDU Session anchor in the local site. Since the Service Switch mechanism aims to support the server distribution in both edge network and cloud DC, it is not relevant with this connectivity model.
After the above analysis, the solution for supporting Service Switch mechanism based on Session Breakout connectivity model is introduced for key issue 1.
6.X.1.2
Solution description
The solution is used to solve session breakout connectivity model for the scenario that the application servers are deployed both in the edge network and application provider’s central DC for the Service Switch mechanism. The network architecture for this scenario is shown in Fig.2.
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Fig.2 Deployment architecture for Service Switch mechanism 
In Fig.2, Service Switch has the knowledge of both the cloud application servers and EAS including their IP address, load status and content distribution. In order for the Service Switch to allocate the IP address of the EAS to the UE, it needs to have some assistance in the HTTP request in step 3 shown in fig.2. 
In this contribution, it proposes to route the step 3 to the edge network. Then the edge network replaces the source address of the HTTP request to the external address of the edge network. Then the Service Switch knows that there is an edge network serving the UE’s request. The Service Switch also needs to decide whether and which EAS has the content the UE is requesting. 
In order to divert step 3 to Edge network, following enhancements are needed:

In step 2, the I-UPF duplicates the DNS response message before forwarding the DNS response message to the UE. The I-UPF sends the duplicated DNS response message to the Edge network. Then the DNS handling function deployed as an ME service in the Edge network checks the DNS message. If it matches certain condition, the DNS handling function will extract the IP address, i.e., IP address of Service Switch, from the DNS response message. The DNS resolver working as the Edge AF to send the IP address to the SMF via NEF as a new traffic steering rule. The SMF will configure the new traffic steering rule in the I-UPF. 
NOTE:
The Detection of the packets needs to be supported as a ME service in the Edge network.
In step 3, when the UE sends the HTTP request to the Service Switch, the message will be diverted to the edge network. Then the edge network will replace the source address of the message with the external address of Edge network, and then send it to the Service Switch. The Service Switch will make the decision on the server allocation based on the source address information. 
Mostly, the application layer protocol between the UE and server (including the Service Switch and application server) are HTTPS. This solution can also apply when the application layer is based on HTTPS protocol. 
The solution is briefly introduced in Fig.3. The detailed procedure is shown in clause 6.x.2.
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Fig.3 Brief introduction of the solution
6.X.2
Procedures
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Fig.4 Procedure for Service Switch mechanism
0. PDU session with I-UPF supporting ULCL or BP is established.  
1. After the establishment of the PDU session, the UE sends the DNS request to the DNS server in order to get the IP address of the Service Switch.

2a. The DNS server sends to the I-UPF the DNS response message including the IP address of the Service Switch.

2b. The I-UPF replicates the DNS response message and forwards the replicated DNS response message to the Edge network.
The DNS handling function deployed as a ME service in the Edge network checks the packet. If certain criterion such as FQDN is matched, the IP address is extracted from the DNS response message. 
2c. The AF function in the Edge network sends the request to the SMF via NEF to configure the new traffic steering rule as steps defined in clause 4.3.6.2 in TS 23.502.
2d. The I-UPF sends the original DNS response message to the UE after step 2c, or after the buffer timer expires.
3. The UE sends the HTTP request, the destination address of which is the Service Switch, to the I-UPF. The I-UPF diverts the HTTP request to the Edge network. The ME service in the Edge network will replace the source address of the message with the external address of the Edge network. And then it sends the message to the Service Switch.
4. The Service Switch decides which server can best serve the UE based on the source address and the requested content within the HTTP request message. The Service Switch sends the HTTP response message including the IP address of EAS to the Edge network, and then the Edge network forwards the response message to the UE.
5. The UE accesses the EAS based on the IP address contained within the HTTP response message. 
NOTE 1:
Step 2c to step 5 are related with special handling in EC and are introduced in the procedure to show how the enhancements in the previous steps can support the Service Switch mechanism. These steps have no impacts on the existing network functionalities.
Editor's Note: It’s FFS when and how the application filters are configured in I-UPF/ULCL to divert the application traffic to the EASs.

6.X.3
Impacts on Existing Nodes and Functionality

The solution requires the insertion of I-UPF supporting ULCL or BP during the PDU session establishment. It has the following impacts on existing 3GPP nodes:
I-UPF needs to support following DNS handling functionalities:

· Supporting the duplication of the DNS response message.
· Forwarding the copy of DNS response message to the Edge network.

No impacts on UE, AN, AF, other control plane NFs and application layer.
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