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Abstract of the contribution: This contribution proposes a data management framework solution for 5GC that efficiently collects and distributes data/information for analytics. 

[bookmark: _Hlk514274591][bookmark: _Hlk520730635]1		Discussion
Several Key Issues touch on data/information collection and distribution, though for different types of data/information. Data are to be retrieved from various sources (e.g. NFs such as AMF, SMF, PCF, AF), as a basis for computing NWDAF analytics as per Rel-16. Analytics are to be produced by NWDAFs for use by NFs, OA&M and other NWDAFs acting as Consumers. All require efficient collection and distribution of data/information and can benefit from a decoupling between Consumers and Producers, suggesting that a common solution for data/information sharing is possible. A data management framework that serves these data collection and distribution needs has the potential to provide consistency in the overall data distribution and sharing architecture, and support compatibility with a range of Consumer and Producer types.  Applicable Key Issues include:
· KI #1: Logical decomposition of NWDAF and possible interactions between logical functions studies how the NWDAF should be split to support functions including data collection from NFs, AFs and OA&M, and how to support analytics information provisioning to NFs and AF.

· KI #2: Multiple NWDAF Instances considers the need for architectural and functional changes to support multiple NWDAF Instances, including hierarchies, roles and inter-NWDAF instance cooperation. It also studies whether data collection and/or analytics generation can be enhanced in the case of multiple NWDAFs, e.g. whether NWDAFs can cooperate with each other, and how to achieve a specific data collection and/or analytics generation target.

· KI #11: Data Collection Efficiency examines how to:
· Reduce signaling load for data collection;
· Achieve communication efficiencies in large networks consisting of many NF instances and NWDAF instances.
· Reduce dependency on managing subscriptions because of lifecycle events on NF/NWDAF.
· Reduce dependency on managing subscriptions because of change in serving entities for a UE.
· Reduce complexity at NWDAF in determining entities serving a UE or a group of UEs and entities serving an area at a particular time window.
· Which architectural enhancement should be defined to minimize load for data collection, e.g. for a single NWDAF as well as in a multiple NWDAF environment?
· Which enhanced mechanisms can be defined for NWDAF and NFs to minimize the load for data collection?
· How to prevent NWDAF(s) triggering multiple times the data collection of the same data from the same NF(s)/AF(s)/OAM?
· How to reduce frequency of notifications that are transmitted by the source NF


Observations:
· Observation 1: When supporting a hierarchy of cooperating NWDAF instances, the retrieval of analytics output from an NWDAF for input to another NWDAF is a data collection activity, similar to Rel. 16 data collection from any other NF. More generally, the use of NWDAF analytics by any Consumer requires data collection and distribution from the NWDAF Producer that generated the analytics, where the output Analytics are the “Data”. Also, training of models used by NWDAF can rely on the data collection activity. 

· Observation 2: Reducing signaling and data collection load, preventing the same data from being collected multiple times from the same NF(s)/AF(s)/OA&M, achieving communication efficiencies, and reducing dependency on managing subscriptions because of NF lifecycle events and change of entity serving the UE all point to decomposition of the NWDAF so Analytics activities and Data Collection are separate. A Data Management Framework is needed so that:
· Only data that are needed by at least one Consumer are collected – i.e.: Producers are not asked to produce data that are not needed. Note a Data Repository that gathers persistent data for later consumption can be modelled as a Consumer.  
· A Producer receives only one request to produce the same data. Note the request may be a one-time request or a subscription request.
· A change in Producer instance serving a UE, including because of life-cycle events is transparent to the Consumer. 
These requirements are needed to achieve efficiency. They call for a function that hides Consumers from Producers and consolidates Consumer requests/subscriptions for the same data so a data Source produces it only once.
· Source data can be duplicated and sent to multiple Consumers without impacting the Producer, where the protocol used to distribute data (eg: messaging framework protocol) need not be specified by 3GPP.
This calls for a Messaging Framework that duplicates data and distributes it to subscribed consumers.
· Data can be collected from any Data Source (e.g.: trace, performance measurements, analytics results, etc.), including legacy Sources that do not provide a Messaging Framework defined interface (eg: Kafka, Protocol Buffers, MQTT, etc.). 
· Different messaging framework protocols, outside the scope of 3GPP, can be used without impacting Producers or Consumers.
These two requirements call for a protocol Adaptor so the messaging framework, consumer and producer protocols can be independent.
· Historic data, i.e data or analytics stored in the data repository, can be provided, which requires collection from a Data Source, storage in a repository and retrieval from the repository upon request from a Consumer. 
This calls for a persistent Data Repository.
· Observation 3: Based on Observations 1 and 2,  KI #1, #2, and #11 can be supported using a Data Management Framework that consists of the following logical functions:

1. A Messaging Framework (Data Forwarding and Replication Function) where collected Source data may be duplicated for distribution to Consumers according to subscriptions received from a Data Collection Coordination Function. The Messaging Framework may contain Adaptation Functions (similar to Solution #1 3PAs and 3CAs) that translate between 3GPP defined protocols (eg: Release 16 Nnwdaf sub/notify) and an internal Message Framework protocol (eg: Kafka bus) not specified by 3GPP.  The Adaptor on the Producer side also allows any Source Data (eg: from OA&M, NF) to be distributed via the framework. Like in Solution #1 from TR 23.700-91, the Adaptors (3PAs and 3CAs) may alternatively be co-located with NFs or other source types (eg: OA&M).  

2. A Control Plane Data Collection Coordination Function that has knowledge of currently collected data and the Producers of that data. The DCCF coordinates and consolidates requests so that producers do not receive duplicate requests for the same data. The DCCF also hides Producer life cycle events and changes of entity serving a UE from the Consumer.

3. Data Repository that can receive and store data that traverses the Messaging Framework, and supply persistent data to consumers. Note a shared repository that is part of a Data Management Framework (not associated with a consumer such as an NWDAF) allows any consumer to access the data via the DCCF. This does not preclude local storage of data by a Consumer or short-term storage within in the Messaging Framework.

· Observation 4: Analytics may happen in different places, domains and granularities, each with its own confined scope of analytics: at the business level, end-to-end service management, Core domain management, RAN domain management, user plane, etc. Interaction between the different analytics may be required to ensure consistent and coherent operation. This contribution focuses on NWDAF and the interaction with the other analytics is beyond the scope for TR 23.700-91.

Proposal: This solution proposes that the NWDAF be decomposed into an Analytics Function and a Data Management Framework, where the Data Management Framework comprises a Messaging Framework, a Data Collection Coordination Function and a Data Repository.  The solution generalizes Solution 1 for any data consumer and producer, and further decomposes the Solution 1 “messaging framework” and like Solution 1, decouples consumers from data sources / producers. 


*** Start Change – all new text ***
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[bookmark: _Toc31096565]6.X	Solution #X: Data Management Framework for 5GC
6.X.1	Introduction
This Solution addresses aspects of KI #1, KI#2 and KI#11 dealing with Data/Information Management and logical NWDAF decomposition. It proposes a decomposition of the NWDAF so a Data Management Framework for 5GC is separated from Analytics functions (KI#1). The Data Management Framework for 5GC uses the Consumer/Producer model of the 5GS services-based architecture to efficiently exchange data/information of different types. This includes:
-	Data retrieved from various sources (e.g. OA&M, and NFs such as AMF, SMF, PCF, AF), to be used as a basis for computing analytics as per Rel-16, NWDAF Analytics (KI#11)
-	Analytics output from an NWDAF Producer sent to an NWDAF Consumer (KI#2) to support a hierarchy of NWDAF instances or sent to multiple network functions.
NOTE:	In the above, an NWDAF Producer provides Analytics to a Consumer (eg: using the Services defined in TS 23.288 section 7). An NWDAF Consumer is an NWDAF that Consumes the Analytics of another NWDAF (eg: using the services of the NWDAF Producer).
6.X.2	Functional Description 
The Data Management Framework for 5GC is shown in Figure 6.x.2-1. The services provided by the Data Management Framework for 5GC may be backwards compatible with those used in Rel. 16 for data collection by an NWDAF (eg: the Exposure services in TS 23.288 Table 6.2.2.1-1). Hence to a Rel. 16 NWDAF and Rel. 16 Data Source/Producer, the Data Management Framework for 5GC appears as a transparent proxy for data requests (eg: Subscribe), and Data Collection responses (Notify).  The Framework consists of the following components:
1	Data Collection Coordination Function (DCCF) 
2	Messaging Framework (for Data Forwarding and Replication), with optional Adaptors (3CA and 3PA) to isolate the Messaging Framework protocol from the Data Source and the Data Consumer

[image: ]
Figure 6.x.2-1: Data Management Framework for 5GC
[bookmark: _Hlk40893914]NOTE 1:	When Data Source is OA&M, OA&M services, as defined by SA5, are reused. 
NOTE 2:	The 3PA may alternatively be standalone or combined with the Data Source. A 3PA is not needed if the Data Source natively supports the message bus protocol. 
NOTE 3:	The 3CA may alternatively be standalone or combined with the Data Consumer. A 3CA is not needed if the Data Consumer natively supports the message bus protocol. 
NOTE 4:	The DA may alternatively be standalone or combined with the DCCF. A DA is not needed if the DCCF natively supports the message bus protocol. 
6.X.2.1	Data Collection Coordination Function (DCCF)
The DCCF is a control-plane function that coordinates data collection and triggers data delivery to Data Consumers. A DCCF may support multiple Data Sources, Data Consumers, and Message Frameworks. However, to prevent duplicate data collection, each Data Source is associated with only one DCCF.  The DCCF provides 3GPP defined Services to Data Consumers (eg: NWDAF), and Data Sources (eg: 3GPP NF). Figure 6.x.2-1 shows one DCCF for the 5GC. There can be multiple instances of the DCCF, e.g. for network slices, geographic regions where Data Sources reside or for different Data Source types. A DCCF needed by a Consumer can be discovered using the NRF as described below.
NOTE 1:	the DCCF is aware of the Data Sources it is coordinating. The NRF and UDM can provide the DCCF with the identity of 5GC Data Sources (eg: an AMF serving a UE). The DCCF also hides Data Source life cycle events and changes of entity serving a UE from the Data Consumer. For example, if an NF Data Source that serves a UE changes because of a life-cycle event, the NRF may notify a DCCF that has previously subscribed to NRF event notifications. The DCCF may also use the UDM to learn the new (UE, NF) association, transparent to the Data Consumer.  The NRF identifies only the 5GC NF sources.
NOTE 2:	In this release, if there is more than one DCCF, they should coordinate the collection and distribution of data for orthogonal sets of Data Sources. In this case a Data Consumer discovers the DCCF for the data it needs, and the DCCF and the Message Framework delivers the data from the proscribed set of Data Sources. If a DCCF cannot serve a request from a Data Consumer it may query the NRF to determine an acceptable DCCF and redirect the query accordingly.
The DCCF:
-	Receives data requests from Data Consumers.  A Data Consumer may be a NWDAF Analytics function, and the request may take the form of a Rel. 16 request for NWDAF data collection, for example as described for NFs in TS 23.288 Table 6.2.2.1-1: Services consumed by NWDAF for data collection.  
-	If the Data Source is not specified in the Data Request, the DCCF determines the Data Source that can provide the data. For example, if the request is for UE specific data, the DCCF may query the NRF/UDM/BSF to determine which NF instance is serving the UE, as described in TS 23.288 Table 6.2.2.1-2: NF Services consumed by NWDAF to determine which NF instances are serving a UE.  
-	Determine if the requested data is currently being produced by any Data Source and sent to the Messaging Framework.  If the requested data is not being produced, a new subscription/request is sent towards the Data Source to trigger a new data collection. Similarly, when the last Data Consumer of a specific data indicates it no longer wants data, the DCCF cancels data collection from the Data Source. This ensures that the Data Source is only producing the same data once when there are multiple Data Consumers and is not producing data that no Data Consumer needs.
When the DCCF receives a request for historical data, the DCCF may trigger retrieval of the data from the Data Repository so that it is made available over the message bus. 
-	Manages subscription requests and cancellations to the Messaging Framework on behalf of Data Consumers. The DCCF may use a native Messaging Framework protocol or alternatively a 3GPP defined protocol with an adaptor that translates to the Messaging Framework protocol (as depicted in the figure 6.x.2-1).
-	If standalone 3PAs and 3CAs are used, the DCCF maintains the (NF, 3PA) and (NF, 3CA) associations.
For DCCF discovery, the DCCF registers with the NRF and is discovered by Consumers or the SCP using the registration and discovery procedures defined for the Network Function Service Framework in TS23.502, clause 4.17. The DCCF profile in the NRF may specify:
1-	The slices (S-NSSAIs) that the DCCF Supports
2-	The Source Types that a DCCF coordinates 
3-	The serving area (e.g. list of TAIs) containing Data Sources that the DCCF coordinates. 
Source Type may correspond to an NF Type (eg: SMF, AMF, etc.), or different domains (eg: OA&M). Hence a Consumer or SCP may request or select a DCCF according to the type of information it is requesting, the network slices it supports and its serving area. 
6.X.2.2	Messaging Framework
The Messaging Framework is not expected to be standardized by 3GPP. It contains Messaging Infrastructure that propagates event information and data (eg: streaming and notifications) from Data Sources to Data Consumers. The Messaging Framework maintains subscription and filtering information received from the DCCF and replicates event notifications / data streams for each consumer of the same data.
The Messaging Framework may support multiple event delivery mechanisms such as best effort or guaranteed delivery. For 3GPP purposes guaranteed delivery of events may be utilized. 
The Messaging Framework may contain one or more Adaptors that translate between 3GPP defined protocols (eg: Release 16 Nnwdaf subscribe/notify) and a Data Forwarding Protocol (eg: Kafka in the messaging framework) not specified by 3GPP.  The Adaptor on the Producer side (3PA) also allows any Source Data (eg: from Rel-16 OA&M or NF EventExposure) to be distributed via the framework without impact on the Source. The DCCF keeps track on the Adaptor instances. An Adaptor may be associated with specific NF types and/or instances, manage one or more data Sources, and can be discovered by registering the Sources (eg: NFs) it supports with the DCCF. If the Messaging Framework directly supports 3GPP interfaces, Adaptors may not be required. 
[bookmark: _Toc30694653]6.X.2.3	Data Repository
The Data Repository is not expected to be standardized by 3GPP. 
As depicted in Figure 6.x.2.3-1, a Data Repository can appear as a Data Consumer. The DCCF can manage requests and cancellations for the Data Repository in the same manner as it does for any Data Consumer. The DCCF may base its request to provide Data to the Data Repository on:
-	A request from another Data Consumer (eg: a NF) where the request indictes that the data should be stored in the Data Repository
-	A request from the Data Repository (acting as a Consumer) for data
-	Provisioned information of data to be archived in the Data Repository (eg: all AMF data requested by Data Consumers).
[image: ]
Figure 6.x.2.3-1: Data Repository as a Consumer
[bookmark: _GoBack]The Data Repository also acts as a Data Source for historical data that has been stored, as depicted in Figure 6.x.2.3-2. The Data Consumer may interact directly with the Data Repository (eg: for operations that require access to large volumes of data in a Data Repository), or via the Messaging Framework as depicted in the figure. Communication directly between the Data Consumer and the Data Repository acting as a Data Source is out-of-scope for 3GPP. When the Messaging Framework is used, the DCCF coordinates requests for persistent data, treating the Data Repository like any other Data Source. The Data Repository, upon receiving a request for data, supplies it to the Messaging Framework. Direct interactions between the Messaging Framework and the Data Repository acting as a Data Source are outside the scope of 3GPP.

[image: ]
Figure 6.x.2.2-2: Data Repository as a Data Source 
6.X.3		Procedures 
An example procedure is given in Figures 6.x.3-1 for Data Collection & Distribution for Event Notifications (Subscribe/Notify). The procedure illustrates how the DCCF manages Data Sources so data are produced only once and how the DCCF interacts with the messaging framework so data are distributed to all subscribed Data Consumers.
[image: ]
Figure 6.x.3-1: Data Collection & Distribution for Event Notifications (Subscribe/Notify)
1.	Data Consumer-1 (eg: NWDAF-1) sends a request for data to the DCCF. The message includes the Notification Target Address. The message may indicate whether the requested data should be sent to the Notification Target Address set to Data Consumer-1 and/or to other Consumers such as Data Repository.
2.	If the request is for UE data, the DCCF may query the UDM/NRF/BSF to determine the NF serving the UE.
3.	The DCCF determines that the requested data is not already being collected from a Data Source (eg: AMF-1) 
4.	The DCCF controls the message bus and the adapters so the notifications traverse the messaging framework. 3CA will be provided with the consumer’s notification endpoint.
5.	The DCCF sends a subscription request to a NF producer acting as a data source. The subscription includes the notification endpoint of 3PA acting as the receiver for these notifications.
6.	The Data Source acknowledges the request
7.	A Notification is sent to the 3PA after an event trigger at the Data Source. The 3PA provides the data on the message bus.
[bookmark: _Hlk34233434]8.	When a notification is received in step 7, the Message Framework replicates the Notification if necessary and sends it to 3CA. 3CA sends the notification to notification endpoint of Data Consumer-1.
9.	Data Consumer-2 (eg: NWDAF-2) sends a request for the same Data. The message may indicate whether the requested data should be sent to Data Consumer-2, and/or to other Consumers such as Data Repository.
10. The DCCF determines that the requested data is already being collected from a Data Source (eg: AMF-1) 
11.	 The DCCF sends a subscription request to the Messaging Framework requesting notification replication for Data Consumer-2 so that notifications go to 3CA which serves Data Consumer-2. Notification endpoint of Data Consumer-2 is provided to 3CA.
12.	 A Notification is sent to the Messaging Framework after an event trigger at the Data Source
13.	 Step 8 is repeated
14. The Message Framework replicates the Notification if neccesary and sends it to Data Consumer-2

[bookmark: _Toc30694654]6.X.4	Impacts on services, entities and interfaces
A Consumer that uses the Data Management Framework routes its request to the DCCF rather than a Producer (as is the case in Release 16). In addition, a new service is required for a DCCF to interact with the Messaging Framework DCCF Adaptor. The following is proposed: 
-	Messaging Framework_DCCF_Adaptor_Service: This service enables a DCCF to request that the Messaging Framework provide data to a Consumer 
Editor's note:	Additional Services and service operations are TBD
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