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Abstract of the contribution: The paper proposes how VLAN configuration information of DS-TT / NW-TT ports are exchanged inside a 5GS TSN Bridge.
Discussion: 
Figure 1 shows an example how VLAN configurations are used to define different Ethernet sub networks using a common physical network infrastructure (Bridge A and B). In the example End Station ES1, ES2, and ES3 forms with the Bridges A and B the subnetwork VLAN1, and End Station ES4 and ES5 forms with the Bridges A and B the subnetwork VLAN2.
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Figure 1: Example for defining subnetworks VLAN1 and VLAN2 via pre-configuration

To allow the definition of VLANs that serves End Stations connected to different bridges, it is necessary to configure ports which connects the different bridges (in the example Port P8 of Bridge A and Port P5 of Bridge B). Via this connection it is possible to transport traffic for multiple subnetworks (VLAN1 and VLAN2).

In current IEEE Ethernet Networks the VLANs are planned and configured by Network Management. For TSN various methods are possible to configure VLANs according to network requirements.


Method 1 – VLANs are pre-configured

The VLANs are pre-configured in bridges according to communication needs. When 5GS is acting as a bridge, VLAN ID needs to be configured at the UPF. Typically, the VLAN configurations are provided by a network planning tool which provides the respective VLAN configuration information for the ports via an OAM system to the bridges. Pre-configuration of VLANs limits the possible communication paths that can be selected for a TSN stream.

Related to the example Bridge A port P2 and P5 are configured for VLAN1, port P4 is configured for VLAN2, port P1, P3, P6, and P7 are unused, and port P8 is configured for VLAN1 and VLAN2.


Method 2 – VLANs are established dynamically

Figure 2 shows another scenario where End Stations ES6 and ES7 and the Bridge D are added to the network, i.e. ES6 is plugged into port P7 of Bridge A, ES7 is plugged in port P8 of Bridge B, while another Bridge D is plugged to P1 of Bridge A to provide connections to other End Stations not shown in the figure.
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Figure 2: Example for adding End Stations and Bridges to the network

It highly depends on the communication needs of the new Network Entities and the existing network configuration, whether an existing VLAN can be used for the new End Stations / Bridges or new ones need to be established. Following basic principles may influence the decision. For example, when the new End Station is a Listener that joins a TSN stream the VLAN configuration of the TSN stream can be assigned to the port where the new End Station is plugged in.

As soon as the new End Station (ES6 and ES7) join TSN streams offered by Talkers that belongs to different VLANs (e.g. End Station ES6 want to receive information from ES1, which belongs to VLAN1, and ES5 which belong to VLAN2) or when the new End Station is a Talker that offers a TSN stream, the VLAN selection becomes more complex resulting in scenarios that require a new VLAN3 to be established.


Common to both methods is that there is a need to have consistent information on VLAN configuration of each bridge port before the CUC/CNC can select a proper VLAN ID that is used to build a unique stream ID. This paper intends to discuss the VLAN configuration for a 5GS TSN bridge and how this information is provided in the 5G System taking into account that both methods to configure VLANs needs to be supported.
	Comment by Rost, Peter M. (Nokia - DE/Munich): I don’t understand this sentence … (and its conclusion)	Comment by Markwart, Christian (Nokia - DE/Munich): Check the add-on to the text	Comment by Rost, Peter M. (Nokia - DE/Munich): I assumed that the CNC would assigned the VLAN IDs? By the way, one VLAN may also contain more than one stream, e.g., if it’s the same machine.
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Figure 3: Example for VLAN configurations of a 5GS TSN Bridge

Figure 3 shows another scenario, which is based on the same network that is shown in Figure 1. Main difference is that the Bridge A is now a 5GS TSN Bridge. Further it is assumed that the End Station ES4 connected via the DS-TT port of UE4 and ES5 connected via the port P3 of Bridge B. Both End Stations require regularly security updates from a Software Management System. For simplicity VLAN1 (blue) is not considered in this example. 

Due to the special treatment of security updates, Software Management needs also to be separated from other User Traffic, including TSN streams, i.e. it is necessary to set up a new VLAN3. The Software Management System is connected to port P8 of Bridge B and should use the 5GS Bridge to update the Software of ES4 via a wireless link.

While the OAM System can configure easily VLAN3 for the ports P3, P5, and P8 of Bridge B via SNMP, the 5GS TSN Bridge A as it is currently defined in TS 23.501 is not enabled to use the same mechanism. 


Exchange of VLAN Configuration Information

TS 23.501 clause 5.28.2 defines that the VLAN ID information is exchanged as part of the traffic forwarding information. This works quite well for 5GS TSN bridges that carries TSN traffic managed via the fully centralized configuration model, but as an add on it is required to guarantee that some of the VLAN IDs are reserved for tasks like OAM, applications, etc. while the not reserved ones can be used for TSN. A static split of VLAN IDs may be a possible solution option but such a solution option implies that there are also some limitations in terms of flexibility which could be critical in large networks.

A big disadvantage of the existing VLAN configuration definition via traffic forwarding information is that it is nearly impossible to decide when a specific VLAN ID for a specific port can be deleted. To base the decision on a single TSN stream is not applicable, since multiple streams may be handled via the same ports. E.g. such a situation occurs when ES2 provides a stream to ES3 and ES3 provides a stream to ES1. Whenever one of the two streams is terminated, the port P8 of Bridge A and P5 of bridge B still have to provide the VLAN1 configuration.

A second issue is that general VLAN information of the 5GS TSN Bridge, e.g. max number of supported VLANs, etc. needs to be provided to the CNC. How the information is provided from the UPF/NW-TT and DS-TT/UE is currently not defined.

	Comment by Rost, Peter M. (Nokia - DE/Munich): Why would a 3GPP system care about it?	Comment by Markwart, Christian (Nokia - DE/Munich): The main issue is that TS 23.501 doesn’t state anything how a 3GPP handles VLAN configurations, i.e. it is also not possible to provide any VLAN information configured at each port.	Comment by Rost, Peter M. (Nokia - DE/Munich): What does that mean?	Comment by Rost, Peter M. (Nokia - DE/Munich): Isn’t the CNC part of the OAM and could easily “snmpwalk” through the .1Q configuration?
Observation1: VLAN configuration exchange based on traffic forwarding information for TSN as it is defined in TS 23.501 clause 5.28.2 requires additional measures (a) to handle parallel VLAN configurations for TSN and non TSN traffic and (b) to allow the detection and deletion of obsolete VLAN IDs.

	Comment by Rost, Peter M. (Nokia - DE/Munich): Which definition do you refer to? If there is such a definition, we should cite it in this contribution.	Comment by Markwart, Christian (Nokia - DE/Munich): This is mentioned at the beginning of this section, makes sense to add the information also here	Comment by Rost, Peter M. (Nokia - DE/Munich): Why is this 3GPP’s business? I assume that the corresponding OAM system would have to take care of it.
A simple solution may be to stay with VLAN IDs even if these are no longer needed, but this may be critical from the security point of view, because there may be a lot of VLANs especially at ports that connects with other bridges.

A better way to solve the mentioned problems while also allowing to support both methods for VLAN management the pre-configuration and dynamic establishment at the same time, is to introduce the VLAN configuration information exchange between TSN AF and the ports of DS-TT/NW-TT by adding the information to the port management container described in TS 23.501 clause 5.28.3.1.

This extension also solves the issues of the example shown in Figure 3, because it allows that the 5GS Bridge A handles the VLAN3 configuration in the same way as for the Bridge B.


The advantages of providing the VLAN configuration information as part of the Port Management Information:
	Comment by Rost, Peter M. (Nokia - DE/Munich): Is it that you referred to (3GPP) OAM above? If yes, I got now the point …
(a) VLAN configuration information are consistent at the DS-TT ports and the NW-TT ports and the TSN AF of a 5GS TSN bridge i.e. consistence is also guaranteed between TSN AF and CNC;
(b) CNC may use the VLAN configurations to limit or extend the potential paths between Talker and Listener End Stations. Limitations are mainly based on pre-configurations, while extensions are based on dynamic configurations based on End Station requirements;
(c) OAM system can be used without any modifications;
(d) An End Station and a Bridge will still belong to a configured VLAN to send and receive respective broadcasts independent from active TSN streams;
(e) The solution is future proofed, because it already allows to extend the bridge functionality easily to support IEEE 802.1Qcc-2018 (parallel support of fully centralized and fully distributed model).


2. Proposals

Proposal 1: Include the VLAN configuration information of the port to the port information container. It is proposed to introduce the VLAN configuration information exchange between TSN AF and the ports of DS-TT/NW-TT by adding the information to the port management container described in TS 23.501 clause 5.28.3.1.
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