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	Reason for change:
	TSN with 802.1Qbv algorithm provides deterministic transmission based on guarantee propagation delay and bridge delay.
Make Flow1 and Flow2 for example, assume the CNC calculates scheduling rules for each device based on propagation delay and bridge delay as following figure illustrated. Then end stations act as talkers would send packets in configured time windows, and end stations act as listener would receive packets in expected time windows.
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Suppose End station 1 and End station 2 send as many bytes as it required, then each of them will send packets lasts for 20μs in each cycle. If Bridge 1 transmits flow2 in only 40μs as following figure illustrated, which is expected to be 100μs, then flow2 will be pushed to the queue earlier than flow1 and be send out in the time window scheduled for flow1. That would result the listener receiving flow1 and flow2 in wrong time.
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On the other hand, As above figure illustrated, if bridge 2 supports 802.1Qci and enables function of discarding packets that received when gate is closed, then bridge 2 would discard flow1 and flow2 in this example.

So as the 5GS is acting as a TSN bridge supports 802.1Qbv, the 5GS user plane should guarantee the bridge delay. Hold and Forwarding Buffering mechanism is defined based on 802.1Qbv which provides Gate control information for traffic class on egress port. Packets early arrived at DS-TT or NW-TT would be buffered till the gate is open, it’s expected to guarantee the 5GS bridge delay for transmitting packets.

But for 5GS Bridge, the actual bridge delay is unpredictable, the DS-TT or NW-TT would buffer each stream for different duration. Then the hold and forwarding buffering mechanism should know how long time a received stream should be buffered. But 802.1Qbv configuration is traffic class based, which is for aggregated streams. The user plane can’t calculate the buffer time for each stream according to 802.1Qbv configuration.
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As above figure illustrated, make UL TSC stream in 5GS Bridge for example, if flow1 actually arrived at the UPF/NW-TT from the UE in 90µs and flow2 actually is 40µs, the UPF/NW-TT should know that the flow1 should be buffered for 10µs and the flow2 for 60µs. But as the same reason as we involved 802.1Qci for TSCAI calculation, the 5GS can’t get the flow based scheduling information to calculate the buffering duration.
But as 802.1Qci was involved for getting flow based scheduling information, the issue of hold and forward buffering could be resolved.
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As above figure illustrated, make UL TSC stream for example, the 802.1Qci configuration for ingress port on UE/DS-TT for a stream includes AdminBaseTime of a gate and AdminControlList of a cycle. The AdminBaseTime is the start of cycle, and the AdminControlList provides the gate status of each tick in a cycle. Ticks with open status in the AdminControlList in a cycle are time windows for receiving the stream. While the 5GS Bridge delay is a fixed value for packets of a stream, bridge delay time after receiving the stream is the time for sending the stream. That means the egress port could perform the AdminControlList for egress scheduling, and it starts at the time later than AdminBaseTime of ingress port for Bridge Delay. This solution is also apply to DL TSC communication. 
Base on this solution, the packets receives on ingress port at tickets that the gate states is open as the AdminControlList configured. While the egress port starts performing the same AdminControlList after Bridge Delay time, the gate on egress port would open at Bridge Delay time later. So the egress port could buffer the early arrived packet, and not send it until the gate state for the stream is open. 
The 802.1Qbv configured time window on egress port for traffic class may not strictly equals to the summary of time window on ingress port and the bridge delay. The queue for the traffic class may be scheduled to buffer the packet of several streams and then send out. For example if the egress port physical bandwidth is 10Gbps and it is aggregation of several ingress port that bandwidth is 1Gbps, then the queue on egress could buffer several streams and sent out in a small time window. So for 5GS bridge, the egress port should buffer the packets according to this solution and then send out according to 802.1Qbv scheduling.
So in order to complete the Hold and Forward Buffering mechanism, the scheduling information for each stream should be provided to egress port on DS-TT or NW-TT by the SMF for buffering streams to guarantee the 5GS Bridge delay. The scheduling information could be the 802.1Qci configuration for ingress port of the stream and the AdminBaseTime of it is modified to add bridge delay. The device that the egress port belongs to would perform the 802.1Qci configuration for egress scheduling. 

	
	

	Summary of change:
	The SMF provides the stream based 802.1Qci configuration on ingress port with modified the AdminBaseTime of the configuration to add the bridge delay to the DS-TT or NW-TT. The configuration is used to hold and forward buffering the traffic to guarantee the bridge delay.

	
	

	Consequences if not approved:
	The hold and forward buffering mechanism can’t get enough information of a stream to guarantee the bridge delay.
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	Other comments:
	


* * * First Change * * *

5.27.4
Hold and Forward Buffering mechanism

DS-TT and NW-TT support a hold and forward mechanism to schedule traffic as defined in IEEE 802.1Qbv [96] if 5GS is to participate transparently as a bridge in a TSN network. The Hold and Forward buffering mechanism allows PDB based 5GS QoS to be used for TSC traffic since packets need only arrive at NW-TT or DS-TT egress prior to their scheduled transmission time.

5GS provides AdminControlList and AdminBaseTime as defined in IEEE 802.1Qbv [96] on a per Ethernet port basis to DS-TT and NW-TT for traffic forwarding as described in clause 5.28.3.
The SMF receives stream based 802.1Qci scheduling configuration of the stream via the Port Management Information Container for ingress port. Then the SMF generates a stream based scheduling configuration in 802.1Qci format for egress port, and provide the configuration to the DS-TT or NW-TT via a Port Management Information Container for the egress port of the stream. The AdminBaseTime of configuration for the egress port is calculated as add the bridge delay of the stream to the AdminBaseTime of the 802.1Qci configuration for the ingress port. And the AdminControlList is the copy of the 802.1Qci configuration for the ingress port. 

NOTE:
How Hold and Forward buffer is supported by the TSN Translator is up to implementation.
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