SA WG2 Temporary Document

Page 1

SA WG2 Meeting #136
S2-1911411
18 - 22 November, 2019, Reno, Nevada, USA
(revision of S2-19xxxxx)
Source:
Intel
Title:
Deployment Guideline on Edge Computing supporting AR/VR/XR
Document for:
Approval
Agenda Item:
8.5
Work Item / Release:
FS_enh_EC / Rel-17
Abstract of the contribution: This contribution proposes deployment guideline on edge computing supporting AR/VR/XR to TR 23.748.
Discussion
See the slides in S2-1911410.
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Deployment Guideline

Editor’s Note: This clause captures deployment guidelines for typical edge computing use cases.
8.X
Edge Computing supporting AR/VR/XR
5G edge computing technology can be used to facilitate the deployment of AR/VR/XR services which requires low latency.
8.X.1 Scenarios
8.X.1.1 Scenario #1
Online gaming (Untethered immersive online gaming, immersive game spectator mode, 5G online gaming party):

· One single player or a group of players can quickly download the required game data and start the game;
· The players who are under the same local area can be grouped into one group and served by EC technology;
· User friendly interactive time between player and edge server, or among the players in one game;
· The interactive gaming traffic usually requires low latency.
8.X.1.2 Scenario #2

Virtual Cinema:
· The hot/classical 360°3D Video (aka VR)/immersive 6DoF (6 Degrees of freedom, defined in 26.918[xx]) movies are stored at the edge server in order to avoid backhaul network congestion;
· Movie audience who are located in one neighboring area can be allocated to one virtual show room as they are sitting in the cinema, thus they can be served by the edge server and enjoy the movies without latency;
8.X.1.3 Scenario #3

Virtual classroom:
· Students who are located in one local area can be allocated to one virtual classroom as they are sitting in the class room.

· Interactive communication between the teacher and students or among students can be guaranteed with low latency.

· Storing the big education files at the edge server can reduce the downloading latency from the classroom. 

· Improve the education efficiency by presenting a “real” teacher in the classroom.
8.X.1.4 Scenario #4

Virtual Tour (Zoo, Museum and Park):
· Nearby visitors can be grouped to be served by server deployed close to edge.

· Data transmission delay and reliability caused by dynamic factors from the tour point can be reduced by using dedicated or duplicated backhaul. 

· The virtual tour contents stored at the edge server, which can reduce the data transmission delay with the centralized server.

· The video/audio data caused by local grouped visitors can be processed by the server deployed in the edge.
8.X.1.5 Scenario #5

Virtual Conference:
· Participants who are located in one local area can be grouped to be served by the server deployed in edge.

· Virtualized conference data can be stored at the edge, which can reduce the transmission delay.

· Between the centralized server and the server in the edge, only the data caused by dynamic interaction is transmitted.

· Computing (e.g. the encoding, video stitching, compressing, etc.) can be processed by the server in the edge.
8.X.2 QoS Requirements supporting AR/VR/XR

AR/VR/XR Conversational voice/video traffic, live/buffered streaming and interactive gaming (e.g. Players in one virtual gaming scene, teachers and students in virtual one classroom, participants in one virtual conference room) can be supported by supported by, e.g. GBR 5QI=1,2, or non-GBR 5QI=8.
AR/VR/XR Real Time gaming can be supported by e.g. GBR 5QI=3.

AR/VR/XR motion-to-photon (e.g. control event reporting in one online gaming, hand-raise in one virtual education) with 20ms latency requirement can be supported by e.g. Delay Critical GBR 5QI= 82.
NOTE 1: The required bit rate varies for different resolution, reddening capability, content type (5 ~ 35Mbps for online cloud gaming, up to 100 Mbps for a sufficiently good movie, 1.5 ~ 3Mbps for 1080p conversational video, 9.6-24.4 kbps for super-wideband conversational voice).
NOTE 2: New QoS Requirements supporting AR/VR/XR will be identified in Rel-17 study 5G_AIS.
8.X.3 Deployment Model

Operator can provide:
· the UE location information to aid Service Provider to group the AR/VR/XR users/players into one group by location, which can be served by the Application Server deployed in the edge;
· the according QoS in order to support the delay sensitive AR/VR/XR services by deploying edge computing;

· subscription for edge computing support to end user or third party service provider. 

Operator can be benefited from:

· being deeply involved in the AR/VR/XR services requiring edge computing support;
· charging to the third party service provider who requires edge computing support;
· charging to end user for subscribing to edge computing support.

* * * * End of Changes * * * * 
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