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1	Introduction
Traffic Steering WT 1.3 is described as follows:
“Supporting for traffic steering in N6 deployed in edge hosting environment including support for sending end-user traffic to a more central N6 interface to the DN after having been processed by application server(s) in N6 in edge hosting environment and support for inter-PLMN traffic steering (e.g. Application Server connected to multiple PLMNs N6)”.
2	Discussion
Rel-16 defines several enablers to support Edge Computing. They are listed in TS 23.501 chapter 5.13 and Local Routing and Traffic Steering is one of them. The WT 1.3 includes the following as part of the description:
“Sending end-user traffic to a more central N6 interface to the DN after having been processed by application server(s) in N6 in edge hosting environment”
N6-LAN corresponds to (S)Gi-LAN in EPC. It includes a set of service function(s) that are ordered for the traffic to traverse through. When N6-LAN is deployed in edge computing environment, the service function(s) are local applications and the traffic is routed through the selected DNAI and according to the order of the service functions. The 5GC needs to know the service function information, e.g. function order. 
For traffic (UL/DL) that needs to be processed by N6-LAN, the 5GC routes the traffic through the service in order. If the traffic needs to be delivered to the final destination (e.g. a UE or an AS in the remote DN) after being processed by N6-LAN, N6-LAN should route the traffic back to the 5GC, and then the 5GC routes the traffic to the final destination. The alternative would be sending the traffic outside the 5GS directly from local to central DN.
The flow case described could lead to different scenarios. One possible case has been depicted below in which same traffic of a single connection traverses UPF twice: a UPF may receive both UL traffic and DL traffic from N6-LAN. In order to route the traffic properly, the UPF needs to be able to differentiate DL/UL traffic received from the N6-LAN There might be others, e.g. the traffic enters again the 5GS through a different Edge UPF.
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Use Cases and value should drive the requirement to support this connectivity scenario and associated complexity.  Analysis should include then the benefits and needs of this approach compared to alternatives, like sending the traffic outside the 5GS directly from local to central DN.  
The proposal is to have a key issue to address this specific topic. 
	
3	Proposal

[bookmark: _Toc532891518][bookmark: _GoBack]*** BEGIN CHANGES ALL NEW***
XX Key Issue X: Traffic Steering in Local N6-LAN and to central DN 
XX1. Description
This key issue deals with N6-LAN traffic steering when N6-LAN is deployed in edge computing environment and with sending end-user traffic to a more central N6 interface to the DN after having been processed by application server(s) in N6 in edge hosting environment.
One example scenario is that where, although multiple Application Servers are deployed in the local Data Network, a centralized deployed Application Server is still required. For example, in a video analytics service, ranging from safety, public security to smart cities, Application Servers deployed in the local Data network is responsible for local video raw data pre-possessing, and Application Servers deployed in the central Data network is responsible for data analysis and database searches. The application at the local Data network transcodes and stores the captured video streams from cameras received over 5G NR. The raw data will then be abstracted and compressed to the metadata in smaller size fitting for backhaul transmission. After that, the local Application Server sends the metadata to the central Application Server for further processing, i.e. data analysis and database search, for e.g. lost child, abandoned luggage, illegal car etc. 
N6-LAN corresponds to (S)Gi-LAN in EPC. It includes a set of service function(s) that are ordered for the traffic to traverse through. When N6-LAN is deployed in edge computing environment, the service function(s) are local applications and the traffic is routed through the selected DNAI and according to the order of the service functions. The 5GC needs to know the service function information, e.g. function order.
For traffic (UL/DL) that needs to be processed by N6-LAN, the 5GC routes the traffic through the service in order. If the traffic needs to be delivered to the final destination (e.g. a UE or an AS in the remote DN) after being processed by N6-LAN, N6-LAN should route the traffic back to the 5GC, and then the 5GC routes the traffic to the final destination. The alternative would be sending the traffic outside the 5GS directly from local to central DN.
This Key Issue should compare the options of sending end-user traffic to a more central N6 interface to the DN after having been processed by application server(s) in N6 in edge hosting environment versus sending the traffic outside the 5GS directly from local to central DN. In addition, the limitations foreseen if this enhancement is not standardised should be captured.
The key issue should define solutions for:
· How to provide the 5GC with information of service functions in N6-LAN, e.g. function order.
· How to enable the UPF to differentiate DL/UL traffic received from N6-LAN and to route the traffic properly when some UE traffic may need to be forwarded to the central PSA after having been processed by a local APP: 
· How to enable traffic to be routed to the final destination (e.g. an AS in the DN or a UE) after being processed through N6-LAN? How is it transmitted from the local PSA to the central PSA? Does Application Server in N6-LAN indicate the requirement of cascaded traffic steering to 5GC? And if so, How? 
Solutions defined for this key issue should consider how to:
· Guarantee proper enforcement of the Policy Rules, QoS handling, Packet marking, packet buffering and rest of UPF functions. 
· Guarantee proper usage reporting, so that no traffic is missed, or reported more than once, but if so, there are solutions to handle that case.
· The solutions should include any assumptions taken (restrictions or limitations) for the selected scenario. For example: Should same UPF hold egress to edge hosting environment and ingress to 5GS of the given traffic? 
· The solutions should include any assumptions taken (restrictions or limitations) on the supported use cases. For example: are all type of actions allowed on that traffic in the Edge DN? Can the traffic Source address not be the user address anymore? What are restrictions? How are those restrictions enforced?
· The solutions should take into account user plane and control plane efficiency aspects. For example: Do costly functions, e.g. packet inspection, need to be executed more than once on same traffic? Will signalling be increasing at mobility events?
.
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