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[bookmark: _Toc462478989]Abstract of the contribution: This contribution proposes to document relevant Connectivity Models for Edge Computing
1	Introduction
pCRs have been submitted in previous meetings with solutions to Edge Computing Key issues that are assuming certain connectivity model. This contribution proposes to add a chapter where all the Connectivity models for Edge Computing are captured and described. 
2	Discussion
Edge computing enables operator and 3rd party services to be hosted close to the UE's access point of attachment, so as to achieve an efficient service delivery through the reduced end-to-end latency and load on the transport network. 
As stated in TS 23.501 Chapter 5.13, “the 5G Core Network selects a UPF close to the UE and executes the traffic steering from the UPF to the local Data Network via a N6 interface”. Edge computing can be supported by one or a combination of the enablers defined on that same chapter, and that results in three possible connectivity models for Edge Computing:
· Distributed Anchor Point: the PDU Session anchor is moved far out in the network, to the local sites. It is the same for all the user PDU session traffic. Re-anchoring (SSC#2 and SSC#3) is used to optimize traffic routing for all applications when moving long distances. 
· Session Breakout: The PDU session has a PDU Session anchor in a central site and a PDU Session anchor in the local site. Only one of them provides the IP anchor point. The Edge Computing application traffic is selectively diverted to the local PDU Session anchor using UL Classifier or multihoming BP technology. Re-anchoring of the local PDU Session anchor is used to optimize traffic routing for locally diverted traffic as the user moves.
· Multiple PDU sessions: Edge Computing applications use a specific PDU session with the PDU Session anchor in the local site. The rest of applications use a PDU Session with a central PDU Session anchor. The mapping between applications and PDU sessions is steered by the URSP rules. Re-anchoring (SSC#2 and SSC#3) is used to optimize traffic routing for Edge Computing applications as the user moves. 

These three connectivity models are illustrated in the figure below:
[image: ]

We propose to include these three connectivity models and their descriptions in TR 23.748. TR 23.748 needs to provide solutions that work for all of them.

3	Proposal
********Start Changes ***************
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4.1	Architecture Assumptions
The following architecture figures show 5GS and Edge Application Servers hosted in Edge Hosting Environment.

Figure 4.1-1: Accessing Edge Application Server with UL CL/BP

Figure 4.1-2: Accessing Edge Application Server without UL CL/BP
NOTE:	These figures show the relationship between the EAS and 5GC defined in TS 23.501 [2]. The application layer architecture for enabling edge computing is out of the scope of this study.
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5GC supports the following three connectivity models to enable Edge Computing:
· Distributed Anchor Point: the PDU Session anchor is moved far out in the network, to the local sites. It is the same for all the user PDU session traffic. Re-anchoring (SSC#2 and SSC#3) is used to optimize traffic routing for all applications when moving long distances. 
· Session Breakout: The PDU session has a PDU Session anchor in a central site and a PDU Session anchor in the local site. Only one of them provides the IP anchor point. The Edge Computing application traffic is selectively diverted to the local PDU Session anchor using UL Classifier or multihoming BP technology. Re-anchoring of the local PDU Session anchor is used to optimize traffic routing for locally diverted traffic as the user moves.
· Multiple PDU sessions: Edge Computing applications use a specific PDU session with the PDU Session anchor in the local site. The rest of applications use a PDU Session with a central PDU Session anchor. The mapping between applications and PDU sessions is steered by the URSP rules. Re-anchoring (SSC#2 and SSC#3) is used to optimize traffic routing for Edge Computing applications as the user moves. 

These three connectivity models are illustrated in the figure below:
[image: ]

Figure 4.2-1: 5GC Connectivity Models for Edge Computing
4.32	General Requirements and Assumptions
The architecture for support of Edge Computing in 5GC shall be based on the following architecture principles:
-	The architecture shall support scenarios where UEs are unaware of Edge Computing.
-	The architecture shall support scenarios where UEs are aware of Edge Computing.
-	The architecture shall support scenarios where applications are unaware of Edge Computing.
-	The architecture shall support scenarios where applications are aware of Edge Computing.
NOTE:	Different features and optimisation may apply if UEs and/or applications are aware or unaware of edge computing.
-	It shall be possible for Application Clients in the UE to use Edge Computing without any specific edge computing logic in the Application Client.
-	The 5GC shall only support the edge computing hosting Environment beyond the PSA/UPF.
-	The edge computing hosting environment may be under the control of the operator or under the control of third parties.
-	It shall be possible for an edge computing hosting environment to connect to several PLMNs.
-	The architecture should support one PLMN that is connected to several providers of edge computing host environments.
-	A PLMN operator shall continue to have the possibility to provide edge computing service differentiation (e.g. by enabling/disabling the Edge Computing features).
-	The architecture used for 5GC Edge Computing shall continue to leverage on already developed features in 3GPP Rel-15 and Rel-16.
-	The architecture should leverage on widely used IP mechanisms, e.g. DNS, when applicable.
-	Solutions shall build on the 5G System architectural principles as in TS 23.501 [2], including flexibility and modularity for newly introduced functionalities.
-	5G System shall enable edge computing support for all connectivity models in chapter 4.2. 


*************** End Changes ***************
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