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Abstract: This contribution proposes updates to complete “Solution #1: PCF measurement based Network Slice SLA control for Maximum Number of UEs parameter” in TR 23.700-40.
1. Discussion
This contribution introduces the architecture assumption and completes Solution #1: “PCF measurement based Network Slice SLA control for Maximum Number of UEs parameter” in TR 23.700-40 by removing Editor’s Notes.

1.1 Architecture Assumptions/Requirements clarifications

This contribution proposes one Architectural Assumption to TR23.700-40.

· It is assumed that UDR obtains information about network slice related global quota on the maximum number of UEs and PDU sessions and limitations of data rate in UL and DL per UE to perform the slice SLA enforcement in a control plane procedure.
In Clause 6.2.1 in TS23.501, UDR is identified as a unified data repository to store subscription data, policy data, structured data, application data, etc. All solutions require the quota data to be stored in one of the CP NF. Being a unified data repository, it is assumed that UDR is the best suitable NF to obtain and store the network slice related SLA information to support Slice SLA quota enforcement at control plane procedures.

In addition, this contribution proposes to include some Architectural Requirements to TR23.700-40.
· Solutions shall build on the 5G System procedures as in TS23.502 [6], enabling the system procedures to operate efficiently and accurately without any problems.
In Clause 4.2 in TR23.700-40, it has been defined that “solutions shall built on the 5G System architectural principles as in TS 23.501 [2], including flexibility and modularity for newly introduced functionalities”. Similarly, solutions shall built on the 5G System procedures as in TS23.502 [6] considering (i) re-use the existing procedures with minimum changes/impacts and (ii) operate efficiently and accurately without any problems to the network operations and control. 
· The Unified Data Management (UDM) supports the functionalities of controlling distribution of the network slice related quota on slice SLA parameters.
In Clause 6.2.7 in TS23.501, UDM is defined to support functionalities including internal logic in coordination with the data repository, as “UDM implements the application logic and does not require an internal user data storage and then several different UDMs may serve …”. Similarly, UDM shall support the functionalities of controlling distribution of the network slice related quota on slice SLA parameters, i.e. the application logic to interact with slice SLA data at UDR.
1.2 Editor’s Notes clarification
This contribution proposes to remove the following Editor’s notes by providing further information and discussion.

1. Editor's note: The precise definition whether UDM and/or UDR as the entity controlling global slice SLA information is FFS.

In Clause 6.1.2 of the Solution #1, the distributed management of network slice related quota at the control plane is performed by 5GC NFs, in particular, PCF and UDM/UDR. We study the precise definition whether UDM and/or UDR will be the entity for controlling global slice SLA information based on the following discussion points.
· As identified in the clause 6.2.11 in TS23.501, one of the UDR’s functionalities is to support storage and retrieval of subscription data by the UDM. Similarly, in Solution #1, UDR is proposed to support the functionality for storage and retrieval of slice SLA data. 
· As identified in the clause 6.2.7 in TS23.501, UDM is defined to support User Data related management functionalities. Similarly, in Solution #1, UDM is proposed to support slice SLA related management functionalities, in particular, controlling distribution of the network slice related quota to PCF instances.
Proposal 1: Based on the above discussion, it is concluded that UDR is defined as the entity for the global quota repository and UDM is defined as the entity for controlling distribution of the network slice related local quota to PCF instances.
2. Editor's note:
The dependency of PCF instance selection and quota enforcement is FFS.
The second EN is related to the step 3 of Clause 6.1.3 of the Solution #1. When a UE registers for the network slice, an AMF instance of the network slice may interact with a proper PCF instance to perform AM Policy Association Establishment/Modification.

As identified in Step 15 of the registration procedure in the clause 4.2.2.2.2 in TS23.502, an AMF decides PCF selection (e.g., by performing PCF discovery and selection) for AM Policy Association Establishment/Modification. However, the dependency of PCF selection and quota enforcement should consider the following discussion point: 
· PCF selection based on quota enforcement mechanisms (e.g., load balancing or remaining quota status) might be an optimization option to be studied. However, there are a few critical aspects to be considered in the main criterion in PCF selection. 
For example, per TS23.501 clause 6.3.7.1, PCF should belong to the same Network Slice or NSI, i.e. S-NSSAI. Another example is that a PCF instance may already be configured to control a group of NFs in a certain area, i.e. PCF group ID. 
Considering these aspects, PCF selection based on quota enforcement mechanisms may lead to unnecessary complexity, e.g. AMF would need to be aware of the PCF left quota. In addition, even if the selected PCF is not the optimal one for quota enforcement, there are quota re-distribution mechanism. Given the existing PCF selection options and restrictions, the slice SLA quota enforcement mechanisms is designed independently with PCF selection. 
Proposal 2: Based on the above discussion, for the second EN, it is concluded that the slice SLA quota enforcement mechanisms is designed independently with PCF selection. 
3. Editor's note:
The precise mechanisms for controlling distribution of global/local quota information is FFS.

4. Editor's note:
The detailed description of (registration) procedure is FFS.

5. Editor's note:
The detailed mechanisms of (delegation of) quota enforcement and (re) distribution of quota are FFS.

P3: ENs 3, 4 and 5 are removed as details are provided in clause. 6.1.3.
2. Text Proposal
It is proposed to capture the following changes to TR 23.700-40.

* * * * First change * * * *

4.1
Architecture Assumptions

The following architectural assumptions apply:

-
A NEST is applied to a Network Slice even when supported by multiple Network Slice instances.

-
It is not in the scope of this study to define a new Control Plane interface for the BSS domain.

-
It is assumed that the UE context in the AMFs and data stored in NFs involved with counting is kept in highly reliable storage that is robust to NF failure.

-
It is assumed that UDR obtains and stores information about network slice related global quota on the maximum number of UEs and PDU sessions and limitations of data rate in UL and DL per UE to perform the slice SLA enforcement in a control plane procedure.
4.2
Architectural Requirements

Solutions shall build on the 5G System architectural principles as in TS 23.501 [2], including flexibility and modularity for newly introduced functionalities.

Solutions shall build on the 5G System procedures as in TS23.502 [6], enabling the system procedures to operate efficiently and accurately without any problems.
* * * * Second change * * * *

6.1
Solution #1: PCF measurement based Network Slice SLA control for Maximum Number of UEs parameter 

6.1.1
Introduction

This is a solution to Key Issue #1, "Support of network slice related quota on the maximum number of UEs". This solution assumes the following:

-
It is assumed that 5GC obtains information about network slice related global quota on the maximum number of UEs to perform the enforcement of SLA of the number of UEs in a control plane procedure.

-
It is assumed that 5GC may have multiple enforcement points (e.g., PCF instances of a Network Slice) to perform the SLA enforcement of network slice related quota on the maximum number of UEs.

-
It is assumed that the support of Network Slice related quota on the maximum number of UEs applies to the associated Network Slice even when supported by multiple Network Slice instances.

- 
It is assumed the Unified Data Repository (UDR) supports the functionalities of storage and retrieval of slice SLA data by the UDM.
- 
It is assumed the Unified Data Management (UDM) supports the functionalities of controlling distribution of the network slice related quota on slice SLA parameters.
6.1.2
High-level Description
A global slice SLA information is the global quota of the maximum number of UEs for a given S-NSSAI. A local slice SLA information is local quota of the maximum number of UEs for a given S-NSSAI, which is stored at the enforcement points, e.g. PCF instances. The local quota is based on the global quota.

The proposed solution highlights a distributed management of network slice related quota at the control plane performed by 5GC NFs: PCF and UDM/UDR. It considers UDR for the global quota repository and UDM for providing functionalities for controlling distribution of the network slice related local quota to PCF instances. PCF instances apply/enforce the network slice related local quota in registration procedure.

The mechanisms of distributed management of network slice related quota provides a precise control of slice SLA for maximum number of UEs.

When the quota is to be exceeded, 5GS may reject or accept new registration to the network slice according to the operator policy. The operator policy may indicate to block new UE registration with specific attributes, such as special group UE or others criteria.


6.1.3
Procedures

The following figure represents a high-level procedure of the solution.
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Figure 6.1.3-1: A high-level procedure of the solution

1.
UDR in 5GC obtains from OAM global slice SLA information including a global quota on the maximum number of allowed UEs and stores the global slice SLA information. UDM obtains the global quota on the maximum number of allowed UEs from UDR to be used to perform the slice SLA control on the number of UEs.

2.
UDM provides the local slice SLA information including local quota to PCF instances (which is for AM policy control) of the Network Slice (enforcement points). The sum of the local quota to the associated PCF instances shall be less or equal to the network slice related global quota of the maximum number of UEs.

3.
When a UE registers for the network slice, the AMF instance of the network slice interacts with the proper PCF instance (enforcement point) for the quota enforcement by re-using existing Registration procedure, i.e. as part of the AM Policy handling. The quota enforcement mechanism is independent from PCF selection by the AMF during Registration procedure.

4.
Quota enforcement:

4a. Each PCF instance (enforcement point) maintains the local quota for the number of registered UEs and generate a policy counter to track the local quota and the local quota status (i.e., the actual number of registered UEs). Upon receiving UE registration request, the PCF instance decides, based on local quota status, local quota and the operator policy, the acceptance or rejection of the UE registration request.

4b. In addition to step 4a, alternatively, the PCF instance may send a delegation request of quota enforcement to UDM, e.g., when the local quota is consumed by the PCF instance. Based on the global quota status UDM (e.g., interaction with UDR) decides the acceptance or rejection of the delegation request for the UE registration and sends a response to the delegation request with the decision. The PCF instance checks the decision of delegation request and decides the acceptance or rejection of the UE registration request. If there is no local quota left and the response to the delegation request comprises rejection, the acceptance or rejection of the UE registration shall be based on the operator policy.
5.
Upon PCF decision from step 4, if a UE registration request violates or exceeds the local quota and no delegation of quota enforcement to UDM, the PCF sends an indication, e.g. rejection message, to the serving AMF. The Registration Reject message is sent to the UE by a serving AMF along with the back-off timer and a suitable cause value.

6.
PCF instances (enforcement points) may request quota update (e.g., when the local quota is (about to) consumed) to UDM. The UDM (e.g., interaction with UDR) based on the received requests may re-calculate and provide the updated local quota of the maximum number of UEs to one or more PCF instances. The UDM supports mechanisms for the (re)-distribution of quota.

7.
Independently of step 6, one or more PCF instances (enforcement points) shall report/notify the local quota status to UDM (e.g., periodically or event based). Based on the reported local quotas UDM can track the global status of number of registered UEs and provide to one or more PCF instances an updated local quota (i.e., quota re-distribution) if required. It enables 5GS to know about the current number of UEs accessing the network slice.

In the roaming case,  the VPLMN shall receive the local quota for the allowed maximum number of UEs per Subscribed S-NSSAI per SLA agreement and store it in VPLMN UDR as local policy data. The V-PCF in VPLMN can perform the corresponding network slice enforcement for the related S-NSSAI in the serving network based on the received local quota from the UDM and UE PLMN ID.


6.1.3.1
General Registration with Quota Enforcement
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Figure 6.1.3.1-1: General registration procedure with quota enforcement.

1. A PCF instance obtains local quota on the maximum number of allowed UEs distributed by UDM in coordination with UDR. UDM may keep a shared quota (e.g., delegation request). Upon obtaining the local quota, the PCF instance creates a policy counter indicating: the quota comprising information of available maximum number of allowed UEs and consumed number of UEs. A policy counter is maintained with four elements: quota; threshold(s); status of the policy counter and a local value of slice SLA parameter (i.e., number of registered UEs) similar to the one defined in Clause 6.3 in TS32.296.

2. Registration procedure (steps 1-16) according to Clause 4.2.2.2.2 in TS23.502. 

3. During the AM policy association establishment/modification (step 16 in Clause 4.2.2.2.2), PCF verifies the policy counter of a slice SLA parameter, the number of registered UEs, for a specific S-NSSAI. If the local value of a number of UEs for the specific S-NSSAI is still within a valid bound, there is no negative affect in registration procedure.
4. Delegation of quota enforcement (Optional)

4a. Upon identification of no quota left, the PCF instance decides for the delegation of quota enforcement.

4b. The PCF instance sends to UDM a delegation message related to the quota enforcement to be performed.

4c. The UDM upon receiving the delegation message, verifies the status of the shared quota.

4d. The UDM sends a message to requesting PCF instance allowing such instance to accept the registration or indicating the rejection of the registration. 

5. The PCF instance send the response of quota enforcement, based on step 3 or step 4d, to the AMF instance.
5.1 The policy counter value can be incremented if the registration procedure of a UE is executed successfully.
Alt A: UE registration request does not violate or exceed the local quota without delegation of quota enforcement, or the global quota with delegation of quota enforcement
6a. Registration procedure (steps 17-22) according to Clause 4.2.2.2.2 in TS23.502.
Alt B: UE registration request violates or exceeds the local quota without delegation of quota enforcement, or the global quota with delegation of quota enforcement
6b. In this case, UE request to the registration is rejected due to the violations of local quota or global quota status and the policy counter will not be updated.
6.1.3.2
Distributed management of Slice SLA Quota
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Figure 6.1.3.2-1:Distributed management of quota.

1. UDM receives slice SLA related information on maximum number of allowed UEs for a specific S-NSSAI.

2. Quota Re-distribution

2a. One or more PCF instance send a request for quota update to the UDM.
2b. Upon receiving of one or more Quota update requests UDM provides re-distribution of local quota to one or more PCF instances.

2c. UDM may trigger the updates of quota distribution to the other PCF instances without the request from PCF. 
3. Quota Report/Notify

3a. UDM subscribes the status of local quota to the PCF instances.

3b. Each PCF instance triggers the status updates to the UDM based on, e.g., event or periodically.

4a. Optionally, UDM requests the status of local quota to the specific PCF instances.

4b. Upon receiving the request, the requested PCF instance send the quota status report to the UDM.
6.1.4
Impacts on existing services and interfaces

UDR: storage and retrieval of global Slice SLA information including maximum number of allowed UEs.
UDM: distributing/providing the network slice related local quota on the maximum number of UEs 

PCF: apply/enforce the network slice related local quota on the number of UEs
AMF: handling of UE registration request per the PCF decision.
UE: handling of back-off timer and a (new) cause value as a rejection response
Editor's note:
Impacts on existing services and interfaces are FFS.

* * * * End of changes * * * *[image: image5.png]
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