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Abstract of the contribution: This contribution proposes a solution for NWDAF decomposition.
1. Discussion

The solution described in this section addresses KI on “functional split of NWDAF”.  More broadly, the solution proposes logical decomposition of an analytics service, where one or more analytics services are deployed across the network to ensure delivery of a communication service, and to further improve optimization of network services, operations, and resource management.  Figure below decomposes an analytics service (white colour components), as well as other logical components (grey colour components) using or used by an analytics service.
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An analytics service can have the following components:

· Analytics module – this is component that uses data or other analytics to produce analytics.  This may be ML-based in which case this is an inference engine.  The figure only shows one example analytics module though there may be more analytics modules used by an analytics service.

· Model training – for ML-based analytics module, this is where training of the model takes place.

· Analytics controller – these components take data and analytics, and perform some action (vs an analytics modules that produces analytics).  The figure shows two example analytics controllers.  An analytics controller is logically associated with the entity through which control actions are asserted.  An example of such entity (e.g. NF) is shown in the figure.

· Analytics platform – this provide LCM services for analytics modules and controllers, including deployment of analytics modules and controllers.

· Analytics library – this is where analytics modules (including inference engines) and controllers are stored/cataloged and ready to be deployed.

· Message bus – this represents data in motion.

· Data lake – this represents data at rest.  Data may also include analytics.  One option (with dashed lines in the figure denoting indirect access) is to always access the data lake through the message bus.  Other options may access the data lake directly.

· Data collection – this collects data from various data sources over different interfaces.  Data collection is an optional logical component shown with dashed lines in the figure (e.g. sources that do not conform to standard services of the message bus).

· Data mediation – this performs data mediation functions.  Mediation may be further decomposed into a data broker part that performs cleaning, formatting, and filtering; a data correlation part that performs stitching and mediation.  Data mediation is an optional logical component shown with dashed lines in the figure (e.g. some data may not need mediation).  Note (1) in the figure – though not shown in the figure, data mediation may also take place for data ingested through NEF, and data consumed from data lake.
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NWDAF, as defined currently by 3GPP, may consist of the following decomposed entities:  analytics module/engine, data collection, data mediation, message bus, data lake, model training, library, analytics platform.

The internals of some decomposed entities are not to be defined by 3GPP, for example message bus, data lake, etc.

There are other logical components that interact with one or more logical components of an analytics service, such as:

· OSS – this may for example perform the SO function; it deploys analytics services such as analytics modules through analytics LCM services provided by analytics platform.

· NEF – analytics exposed to untrusted entities go through the NEF.  Note (2) in the figure – though not shown in the figure, data from external untrusted data source may also be ingested through NEF.

· Data source – sources of data (RAN, transport, NFVI, 5GC NF, AF, etc).  Data is made available to analytics service through data collection / mediation.

· NF – this shows an example entity through which an analytics controller asserts its control actions.  For example an NF may be an SMF, or AMF, PCF, etc.   

Based on the proposed decomposition this document identifies new Network Functions and Interfaces that need to be defined by 3GPP.
Proposal

It is proposed to add the following solution to KI#1 in the TR 23.700-91

First change

6.X
Solution #<X>: Functional split of NWDAF 
6.X.2
High-level Description

The solution described in this section addresses KI on “functional split of NWDAF”.  More broadly, the solution proposes logical decomposition of an analytics service, where one or more analytics services are deployed across the network to ensure delivery of a communication service, and to further improve optimization of network services, operations, and resource management.  Figure below decomposes an analytics service (white colour components), as well as other logical components (grey colour components) using or used by an analytics service.
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An analytics service can have the following components:

· Analytics module – this is component that uses data or other analytics to produce analytics.  This may be ML-based in which case this is an inference engine.  The figure only shows one example analytics module though there may be more analytics modules used by an analytics service.

· Model training – for ML-based analytics module, this is where training of the model takes place.

· Analytics controller – these components take data and analytics, and perform some action (vs an analytics modules that produces analytics).  The figure shows two example analytics controllers.  An analytics controller is logically associated with the entity through which control actions are asserted.  An example of such entity (e.g. NF) is shown in the figure.

· Analytics platform – this provide LCM services for analytics modules and controllers, including deployment of analytics modules and controllers.

· Analytics library – this is where analytics modules (including inference engines) and controllers are stored/cataloged and ready to be deployed.

· Message bus – this represents data in motion.
· Data lake – this represents data at rest.  Data may also include analytics.  One option (with dashed lines in the figure denoting indirect access) is to always access the data lake through the message bus.  Other options may access the data lake directly.

· Data collection – this collects data from various data sources over different interfaces.  Data collection is an optional logical component shown with dashed lines in the figure (e.g. sources that do not conform to standard services of the message bus).

· Data mediation – this performs data mediation functions.  Mediation may be further decomposed into a data broker part that performs cleaning, formatting, and filtering; a data correlation part that performs stitching and mediation.  Data mediation is an optional logical component shown with dashed lines in the figure (e.g. some data may not need mediation).  Note (1) in the figure – though not shown in the figure, data mediation may also take place for data ingested through NEF, and data consumed from data lake.
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NWDAF, as defined currently by 3GPP, may consist of the following decomposed entities:  analytics module/engine, data collection, data mediation, message bus, data lake, model training, library, analytics platform.
The internals of some decomposed entities are not to be defined by 3GPP, for example message bus, data lake, etc.
There are other logical components that interact with one or more logical components of an analytics service, such as:

· OSS – this may for example perform the SO function; it deploys analytics services such as analytics modules through analytics LCM services provided by analytics platform.

· NEF – analytics exposed to untrusted entities go through the NEF.  Note (2) in the figure – though not shown in the figure, data from external untrusted data source may also be ingested through NEF.

· Data source – sources of data (RAN, transport, NFVI, 5GC NF, AF, etc).  Data is made available to analytics service through data collection / mediation.

· NF – this shows an example entity through which an analytics controller asserts its control actions.  For example an NF may be an SMF, or AMF, PCF, etc.   

3GPP Standardized NFs and Services/Interfaces
To enable mix-and-match of above decomposed entities from multiple vendors, 3GPP can specify the following as 3GPP standard network functions (NFs) with standardized services or interfaces, as well as standardized exchange formats and data models.  Non-exhaustive lists of services are provided below.
	Analytics Service NF
	NF Services
	Example Consumer(s)

	Analytics Module
	configure, update, enrich, describe
	OSS

	
	heartbeat
	analytics platform

	Message Bus
	(for producer) register, notify-me (with filter), post
(for consumer) search, subscribe (with filter)
	analytics module, ML training, data lake

	Data Lake
	input, retrieve, search, associate
	message bus, analytics module, ML training

	Analytics Platform
	(analytics modules LCM operations) instantiate, notify, terminate
	OSS

	Library
	publish, update, remove
	ML training

	
	search, retrieve
	OSS


analyticsModule::configure – initial configuration of an analytics module

analyticsModule::update – update of an analytics module e.g. due to further training

analyticsModule::heartbeat – establish heartbeat service

analyticsModule::describe – describe an analytics module

messageBus::register – registers a producer and its topics

messageBus::notify-me – notifies a producer when there is at least one subscriber of a topic

messageBus::post – posts a topic

messageBus::search – searches for a topic
messageBus::subscribe – subscribes for a topic

dataLake::input – put data into the data lake

dataLake::search – searches for data in the data lake

dateLake::retrieve – retrieves data from the data lake

dataLake::associate – inputs and associates data with existing data in the lake (e.g. associate cleansed or indexed data with raw data in the lake)

analyticsPlatform::instantiate – create an instance of an analytics module

analyticsPlatform::notify – request notification related to an instance of an analytics module

analyticsPlatform::terminate – terminates an instance of an analytics module

library::publish – publishes an analytics module into the library

library::update – updates an analytics module in the library

library::remove – removes an analytics module in the library

library::search – searches for an analytics module in the library

library::retrieve – retrieves an analytics module in the library

Note: data mediation may logically be a consumer+producer of message bus and/or lake.
Note: specification of exchange formats and data models should enable flexible deployment of trained inference on different platforms and environments.
Detail definition of services, exchange formats and data models are FFS.
Benefits of the solution

When multiple NWDAFs are present, it is efficient to have the proposed NWDAF functional split, for the purpose to support e.g. separate data collection and storage from analytics.

As examples:  Data collection entities can be distributed across the network closer to NFs.  Data collection entity could be common for multiple Analytics IDs.  Similarly, a common Data Lake entity could be utilized.  It may be possible to have Training entity in a centralized manner supporting one or more Analytics IDs.  Analytics module/engine entities (e.g. inference entities) could be located close to NFs and could be deployed per Analytics ID.

With standardized analytics service NFs and services using standardized exchange formats, analytics services can be deployed using best-in-breed functions from multiple vendors.

End of changes
[image: image5.png]



3GPP

SA WG2 TD


