SA WG2 Temporary Document

Page 1

SA WG2 Meeting #136AH
S2-2000495
Incheon, South Korea, January 13 – 17, 2020
(revision of S2-200xxxx)
Source:
Huawei, HiSilicon
Title:
Solution for KI#2 Introduction of new PQI for tethered headset case
Document for:
Approval

Agenda Item:
8.6
Work Item / Release:
5G_ProSe / [Rel-17]
Abstract: This contribution proposes a solution for Key Issue#2 and identifies the necessity for new 5QI based on the new captured interactive service use case consume VR content via tethered VR headset.  
1. Introduction/Discussion
In the Key Issue #2: Support for NR PC5 ProSe communication, it has been captured the following Key issues,

· For QoS support differences with what is documented in TS 23.287 [5] clause 5.4 will be documented.
In the last SA1 meeting, a new use case and corresponding KPI are captured in TS22.261. The new use case is captured as follows,
· Consume VR content via tethered VR headset – This use case involves a tethered VR headset receiving VR content via a connected UE; this approach alleviates some of the computation complexity required at the VR headset, by allowing some or all decoding functionality to run locally at the connected UE. The requirements in the table below refer to the direct wireless link between the tethered VR headset and the corresponding connected UE.
In this use case, user can use VR headset to watch videos, which are rendering in the phone, as shown in the following figures. This scenario contains two cases:
· Case 1: the VR content is locally stored in the phone. The content needs to transmit to the light-weighted VR headset through PC5 interface and motion tracking will be totally handled in the phone.
· Case 2: the VR content will be acquired from the cloud, which has a high compression rate (i.e., small transmission size through Uu interface). After decoding and processing the content by the phone, the content transmits to the light-weighted VR headset through PC5 link with a low compression rate (i.e., large transmission size though PC5 interface). Fast motion tracking will be handled in the phone, only slow motion tracking information needs to be sent to the cloud through the phone.
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To have a good experience of VR, motion-to-photon (MTP) latency should be guaranteed, where MTP latency is defined as the latency between the physical movement of a user's head and the updated picture in the VR headset. This round-trip latency involves the transmission delay over direct wireless link and processing delay (including tracking, pose delivery, viewport rendering, encoding, delivery, decoding and display). That means when more time is consumed in processing in the phone, e.g., higher compression rate for the content is transmitted in PC5, less time will be allowed for transmission between the PC5 interface. 

In the last SA1 meeting, the corresponding KPI for the transmission delay between the phone and the VR headset was introduced as follows (captured in TS22.261).
Table 7.6.2-1 KPI Table for additional high data rate and low latency service
	Use Cases
	Characteristic parameter (KPI)
	Influence quantity

	
	Max Allowed End-to-end latency
	Service bit rate: user-experienced data rate
	Reliability
	# of UEs


	UE Speed
	Service Area

note 2

	Cloud/Edge/Split Rendering

note 1
	5ms (i.e. UL+DL between UE and the interface to data network)
(note 4)
	0.1-[1] Gbps supporting visual content (e.g. VR based or high definition video) with 4K, 8K resolution and up to120fps content.
	99.99% in uplink and 99.9% in downlink
(note 4)
	-
	Stationary or Pedestrian
	Countrywide

	Gaming or Interactive Data Exchanging 

note 3
	10ms
(note 4)
	0.1-[1] Gbps supporting visual content (e.g. VR based or high definition video) with 4K, 8K resolution and up to120fps content.
	99.99%
(note 4)
	≤ [10]
	Stationary or Pedestrian
	20 m x 10 m; in one vehicle (up to 120 km/h) and in one train (up to 500 km/h)

	Consume VR content via tethered VR headset 

(note 6)


	[5 -10] ms

(note 5)


	 0.1-[10] Gbit/s 
(note 5)


	[99,99%]
	-
	Stationary or Pedestrian
	-

	NOTE 1:
Unless otherwise specified, all communication via wireless link is between UEs and network node (UE to network node and/or network node to UE) rather than direct wireless links (UE to UE).

NOTE 2:
Length x width (x height).

NOTE 3:
Communication includes direct wireless links (UE to UE).
NOTE 4:   Latency and reliability KPIs can vary based on specific use case/architecture, e.g. for cloud/edge/split rendering, and may be represented by a range of values.
NOTE 5: The decoding capability in the VR headset and the encoding/decoding complexity/time of the stream will set the required bit rate and latency over the direct wireless link between the tethered VR headset and its connected UE, bit rate from 100 Mbit/s to [10] Gbit/s and latency from 5 ms to 10 ms. 

NOTE 6: The performance requirement is valid for the direct wireless link between the tethered VR headset and its connected UE.


On other hand, TS 22.186 " Enhancement of 3GPP support for V2X scenarios; Stage 1" has a performance requirement for Sensor information sharing - Higher degree of automation for V2X in the PC5 commuincation, i.e. R.5.4-006 as below, where up to 1 Gbps and end-to-end latency 10ms are required to be achieved. For the R.5.4-003 as below, though less latency is required (3ms), the required data rate is also smaller, i.e., 50Mbps. From this point of views, the recent data rate requirement in V2X cannot cover that high data rate and short end-to-end latency for the use case consume VR content via tethered VR headset.
Table 5.4-1 Performance requirements for extended sensors

	Communication scenario description
	Req #
	Payload (Bytes)
	Tx rate (Message /Sec)
	Max 
end-to-end

latency

(ms)
	Reliability (%)
	Data rate (Mbps)
	Min required communication range (meters)

	Scenario
	Degree
	
	
	
	
	
	
	

	Sensor information sharing between UEs supporting V2X application
	Lower 
degree of automation
	[R.5.4-001]
	1600
	10
	100
	99
	
	1000

	
	Higher degree of automation
	[R.5.4-002]
	
	
	10
	95
	25

(NOTE 1)
	

	
	
	[R.5.4-003]
	
	
	3
	99.999
	50
	200

	
	
	[R.5.4-004]
	
	
	10
	99.99
	25
	500

	
	
	[R.5.4-005]
	
	
	50
	99
	10
	1000

	
	
	[R.5.4-006]

(NOTE 2)
	
	
	10
	99.99
	1000
	50

	Video sharing between UEs supporting V2X application
	Lower 
degree of automation
	[R.5.4-007]
	
	
	50
	90
	10
	100

	
	Higher degree of automation
	[R.5.4-008]
	
	
	10
	99.99
	700
	200

	
	
	[R.5.4-009]
	
	
	10
	99.99
	90
	400

	NOTE 1: This is peak data rate.
NOTE 2: This is for imminent collision scenario.


TS 23.287 specifies PQI (PC5 5QI) = 82, which can support the 10ms latency. For more strict latency requirement in PQI = 83 with 3 ms PDB, it has higher priority and reliability than PQI=82. The latency and reliability requirements for R.5.4-003 and R.5.4-006 can be mapped to PQI = 83 and PQI = 82, separately as in following table.
Table 5.4.4-1: Standardized PQI to QoS characteristics mapping

	PQI

Value
	Resource Type
	Default Priority Level
	Packet Delay Budget
	Packet Error

Rate 
	Default Maximum Data Burst Volume
	Default

Averaging Window
	Example Services

	82
	Delay Critical GBR
	3 
	10 ms

	10-4
	2000 bytes
	2000 ms
	Cooperative collision avoidance;

Sensor sharing – Higher degree of automation;

Video sharing – higher degree of automation

	83
	
	2
	3 ms
	10-5
	2000 byte
	2000 ms
	Emergency trajectory alignment;

Sensor sharing – Higher degree of automation


To serve the interactive service consume VR content via tethered VR headset, PQI should also be considered for this use case. According the PDB requirement, one way is to map the requirements for this use case to the recent V2X defined PQI. For example, one way is to modify the latency for PQI=82 to 5ms with following revision, which may also improve the requirement for the other example services. 
Table 5.4.4-1: Standardized PQI to QoS characteristics mapping

	PQI

Value
	Resource Type
	Default Priority Level
	Packet Delay Budget
	Packet Error

Rate 
	Default Maximum Data Burst Volume
	Default

Averaging Window
	Example Services

	82
	Delay Critical GBR
	3 
	5 ms

	10-4
	2000 bytes
	2000 ms
	Cooperative collision avoidance;

Sensor sharing – Higher degree of automation;

Video sharing – higher degree of automation
Interactive service - consume VR content via tethered VR headset

	83
	
	2
	3 ms
	10-5
	2000 byte
	2000 ms
	Emergency trajectory alignment;

Sensor sharing – Higher degree of automation


Or just map the tethered VR headset case to PQI=83 with a higher need than really required, which is shown as follows.

Table 5.4.4-1: Standardized PQI to QoS characteristics mapping

	PQI

Value
	Resource Type
	Default Priority Level
	Packet Delay Budget
	Packet Error

Rate 
	Default Maximum Data Burst Volume
	Default

Averaging Window
	Example Services

	82
	Delay Critical GBR
	3 
	10 ms

	10-4
	2000 bytes
	2000 mss
	Cooperative collision avoidance;

Sensor sharing – Higher degree of automation;

Video sharing – higher degree of automation


	83
	
	2
	3 ms
	10-5
	2000 byte
	2000 ms
	Emergency trajectory alignment;

Sensor sharing – Higher degree of automation
Interactive service - consume VR content via tethered VR headset


Mapping with existing PQI can reduce standard impact, but it is not a good way when considering the example service. Considering that the original Default Priority Level defined in V2X is for safety related communication (e.g., collision avoidance, or emergency trajectory alignment), for Interactive Service, the value Priority Level should be set larger (i.e., lower priority) than those for safety related issue. Considering the DPL and PDB, we propose to add a new PQI value for interactive service with short latency as 5ms, and with a lower DPL than recent V2X services. 
Table 5.4.4-1: Standardized PQI to QoS characteristics mapping

	PQI

Value
	Resource Type
	Default Priority Level
	Packet Delay Budget
	Packet Error

Rate 
	Default Maximum Data Burst Volume
	Default

Averaging Window
	Example Services

	New value
	Delay Critical GBR
	7
	5ms

	10-4
	2000 bytes
	2000 ms
	Interactive service - consume VR content via tethered VR headset


2. Text Proposal
Since the newly added use case proposes a higher requirement for PC5 communication than V2X, i.e., up to 10Gbps data rate requirements in PC5, it needs RAN to consider how to achieve the required high data rate and low transmission delay at the same time. It is proposed to send RAN LS for information.

Proposal 1: Send LS to RAN and CC to RAN1, RAN2, and RAN4 for notifying the corresponding requirements on PC5.  
For SA2 work, it is proposed to capture the following changes vs. TR 23.752.
* * * * First change * * * *

6.0
Mapping of Solutions to Key Issues
Table 6.0-1: Mapping of Solutions to Key Issues
	
	Key Issues

	Solutions
	1
	2
	3
	4
	5
	6
	7
	8

	1
	X
	
	
	
	
	
	
	X

	2
	X
	
	
	
	
	
	
	X

	3
	X
	
	
	
	
	
	
	

	4
	X
	X
	
	
	
	
	
	

	5
	
	X
	
	
	
	
	
	

	6
	
	
	X
	
	
	
	
	

	7
	
	
	X
	
	
	
	
	X

	X
	
	X
	
	
	
	
	
	


* * * * Second change * * * *

6.X Solution #8: QoS Support for NR PC5 ProSe communication
6.X.1
Description

This solution addresses Key Issue #2 (Support for NR PC5 ProSe communication). The QoS support differences with what is documented in TS 23.287 [5] clause 5.4 are analysed and a new PC5 5QI requirement is added.
6.X.2
Identify QoS Support Difference
According to the agreed KPI table in SA1#88 (see TS 22.186 [X], Table 5.4-1), the consume VR content via tethered VR headset in the interactive service use case needs a shorter end-to-end latency and a higher service bit rate than those already defined for eV2X.

Table 7.6.2-1 KPI Table for additional high data rate and low latency service
	Use Cases
	Characteristic parameter (KPI)
	Influence quantity

	
	Max Allowed End-to-end latency
	Service bit rate: user-experienced data rate
	Reliability
	# of UEs


	UE Speed
	Service Area

note 2

	Cloud/Edge/Split Rendering

note 1
	5ms (i.e. UL+DL between UE and the interface to data network)
(note 4)
	0.1-[1] Gbps supporting visual content (e.g. VR based or high definition video) with 4K, 8K resolution and up to120fps content.
	99.99% in uplink and 99.9% in downlink
(note 4)
	-
	Stationary or Pedestrian
	Countrywide

	Gaming or Interactive Data Exchanging 

note 3
	10ms
(note 4)
	0.1-[1] Gbps supporting visual content (e.g. VR based or high definition video) with 4K, 8K resolution and up to120fps content.
	99.99%
(note 4)
	≤ [10]
	Stationary or Pedestrian
	20 m x 10 m; in one vehicle (up to 120 km/h) and in one train (up to 500 km/h)

	Consume VR content via tethered VR headset 
(note 6)

	[5 -10] ms

(note 5)

	0.1-[10] Gbit/s 
(note 5)

	[99,99%]
	-
	Stationary or Pedestrian
	-

	NOTE 1:
Unless otherwise specified, all communication via wireless link is between UEs and network node (UE to network node and/or network node to UE) rather than direct wireless links (UE to UE).

NOTE 2:
Length x width (x height).

NOTE 3:
Communication includes direct wireless links (UE to UE).
NOTE 4:   Latency and reliability KPIs can vary based on specific use case/architecture, e.g. for cloud/edge/split rendering, and may be represented by a range of values.
NOTE 5: The decoding capability in the VR headset and the encoding/decoding complexity/time of the stream will set the required bit rate and latency over the direct wireless link between the tethered VR headset and its connected UE, bit rate from 100 Mbit/s to [10] Gbit/s and latency from 5 ms to 10 ms. 

NOTE 6: The performance requirement is valid for the direct wireless link between the tethered VR headset and its connected UE.


Some eV2X scenarios can be mapped to already existing Delay Critical GBR PQI Values (see TS 23.287 [7], Table 5.4.4-1). The extended sensors scenario (Sensor information sharing between UEs supporting V2X application) need to support up to 1Gbps data rate with 10ms end-to-end latency (see TS 22.186 [X], Table 5.4-1), and support 50Mbps with 3ms end-to-end latency. That means that the recent requirement in V2X cannot satisfy the requirement for interactive service consume VR content via tethered VR headset. 

Compared the PQI table for V2X (see TS 23.287 [x]),to support the consume VR content via tethered VR headset in interactive service use case, a new PDB is needed. Considering that the original Default Priority Level defined in V2X is for safety related communication (e.g., collision avoidance, or emergency trajectory alignment), for Interactive Service, the value Priority Level should be set larger (i.e., lower priority) than those for safety related issue. If the new PQI value is not added, the requirement of the use case consume VR content via tethered VR headset will not be able to find a feasible PQI value to support. 

6.X.3
Adding new 5QI values for interactive service
 Table 6.X.3-1: Standardized PQI to QoS characteristics mapping

	PQI

Value
	Resource Type
	Default Priority Level
	Packet Delay Budget
	Packet Error

Rate 
	Default Maximum Data Burst Volume
	Default

Averaging Window
	Example Services

	New value
	Delay Critical GBR
	7
	5ms

	10-4
	2000 bytes
	2000 ms
	Interactive service - consume VR content via tethered VR headset


The packet delay budget is captured as 5ms based on the end-to-end delay captured in TS 22.261 [3]. 
* * * * End of changes * * * *[image: image3.png]
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