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Abstract of the contribution: Proposes a system architecture with fully separate MBS transport and service functionality, with an integrated unicast and Multicast transport architecture.
1. Discussion
There are a few key inefficiencies from the current E-UTRAN/EPC eMBMS service and system architecture approach:
- 
Complexity of eMBMS from the tight integration of radio and service layer.

- 
Initial tight service/transport design with only operator provided content in mind. One service layer to support very different requirements (C-V2X, C-IoT group communication, Video streaming, file download, public safety etc) increasing CN complexity, especially for PLMNs that only support a specific subset of MB services .
-
No integration between unicast transport and broadcast transport, making switching from unicast and multicast/broadcast inefficient, reliant on service or application layer.
This contribution proposes an MBS service architecture that departs from the current E-UTRAN/EPC eMBMS architecture in the following key aspects:
-
A more integrated unicast and Multicast/Broadcast architecture for Multicast/Broadcast delivery and efficient unicast broadcast delivery switching. 

-
A fully separated Service Layer from Transport which enables a more modular approach to MB services support. 
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2. Proposed Text to TR 23.757
************************* NEW CHANGE ************************************************************

6.x
Solution X: Integrated Multicast and Unicast Transport 
6.X.1
Key Issue mapping

Editor's Note:
This clause lists the key issue(s) addressed by this solution.

6.x.2
Functional Description

6.x.2.1
System Architecture
This solution prooposes a system architecture that reuses as much as possible the system architecture and procedures of of current 5GS unicast system architecture . 
Figure 6.x.2.1-1 shows the 5G system architecture for integrated Multicast transport with unicast. The solution relies on enhancing the existing 5GS network functions, NG-RAN and UE currently only supporting unicast transport, to support Mulitcast transport.     
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Figure 6.x.2.1-1: 5GS enhancement for Multicast support
The following new functionality is added to the current 5GS NFs , RAN and UE: 

-
PCF:

-
Support policies for multicast groups and Multicast flows (QoS flows for multicast service), including QoS parameters like 5QI, MBR, GBR. 

-
Provide policy information regarding the mutlicast groups and the multicast flows to SMF. 
-
For the case of dynamic multicast policy configuration, optionally receive Mulitcast negotiation, from AF directly (operator owned) or indirectly via NEF.
-
Note that negotiation with AF is not required to support Multicast transport. 
Edior’s note: It is FFS if UE policy provisioning is impacted by Mulitcast support. 
-
SMF: Multicast extension of SMF to support
 -
Control of multicast PDU transport, based on received Multicast flow(s) policies from PCF. 
-
Configuration of the UPF of  Multicast flows and N3/N9 tunneling with optional point-to-multipoint configuration. 

-
Configuration of the UE context in the RAN with Multicast flows and QoS information. 
-
SM configuration in UE for Multicast flows.
-
An SMF may be used for both unicast and multicast.
-
UPF: Multicast extension of UPF to support delivery of Multicast flows
-
Support of packet filtering of Multicast flows, and delivery of Multicast flows to RAN via pont-to-point tunnels (N3/N9) or optionaly via a point-to-multipoint tunnel.
-
An UPF may receive both unicast and Multicast flows.

-
NG-RAN:

-
Reception of Multicast flows via a point-to-point tunnel (N3) or a point-to-multipoint tunnel (MB-N3) and delivery over-the-air. 

-
For specfiic Multicast flows with certain QoS characteristics, it may be required for UEs to receive Multicast flows in CM-CONNECTED state. Multicast flow delivery in CM-CONNECTED state provides the following advantages:

-
NG-RAN may decide to deliver Multicast flow via broadcast or via unicast. The decision may be performed on a per UE /Multicast flow basis e.g. on signal strength, number of UEs receiving the specific Multicast flow. It enables efficient multicast/broadcast to unicast delivery transitions. 
-
It enables RAN level Multicast trasnport reliability via per-UE feedback and retransmissions e.g. HARQ.
-
UE:

-
Support of SM extension for Multicast flows.

-
Multicast Radio suport. 

The MB-N3 reference point is an extension of N3 to support point-to-mulitpoint tunneling.  
6.x.2.2
Multicast Session Context and Multicast flow characterisctics

The Multicast Session context is identified by an Multicast Session context ID and is used to represent information about the group of UEs receiving Multicast and Multicast flows with the Multicast. There may be one or more Multicast flows within a Multicast Session context, where one Multicast flow is a default flow for this Multicast session context. The Multicast session context may be associated with a unicast PDU session context ir order to   
In case of IP PDU session type, the Multicast session context ID represents one IP multicast group address (i.e. any source multicast or source specific multicast). The packet filters for all Multicast flows within the Multicast context shall have the same destination and, in case of source specific multicast, also source IP addresses. The default Multicast flow shall allow for any source and destination ports and any protocols. An AF may request PCF/NEF to create policies for Multicast flows within the Multicast Session context to meet the needs of application service flows that use different ports and protocols.  
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Figure 6.x.2.2-1: Multicast Session Context, UE group and Multicast flow model
The Mulitcast session context is identified by a Multicast session ID, and each Multicast flow within the Multicast session context is identified by a Multicast Flow ID and provided from SMF to UPF, and to NG-RAN. It has a one to one correspondence with an application service level flow. 
On N3 or MB-N3, the Multicast flows within one Multicast Session context use the same shared tunnel.   

At the NG-RAN, the Multicast flow identifer maps to a radio bearer. The characteristics of the radio bearer depends RAN decision on whether to deliver the Multicast flow content via unicast or multicast/broadcast transmission.
The 5G QoS model is extended to support Multicast flow. At Session Management level for a partricular UE the Multicast session context may exist  in association with at least one PDU session, and can be set-up during the PDU session estbalishment or modification procedure. It may be modified at any point via PDU session modification procedure. Note that the Multicast session context is common to all UEs configured with the Mulitcase session context, but the associated PDU session context is specofic to each UE. 
The Multicast context ID and Multicast flow ID are assigned by the SMF. The SMF provides the Multicast flow information (packet filters, etc) to the UPF.
If point-to-point tunneling is used (N3), the SMF provides RAN with Multicast context ID, Multicast flows and associated QoS information. The RAN responds with downling tunnel information for the Multicast context. The SMF configures UPF with Multicast flows, associated QoS information and the downlink tunnel information. 
If point-to-multipoint tunneling is used (MB-N3), The SMF provides the UPF with MB-N3 tunneling information. The SMF provides Multicast flow Id and associated QoS information and MB-N3 tunnel information to the RAN. 
Figure 6.x.2.2-1 depicts the user plane path for an Multicast flow.
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Figure 6.x.2.2-1: Multicast context / multicast flow user plane model
An UPF, based on configuration received from SMF, identifiesa packet as belonging to a Multicast flow, in which case it delivers to one or multiple RAN nodes via a shared tunnel identified by a shared TEID associated with the Muilticast session context to which the Multicxast flow belongs to.
RAN delivers download data for the Multicast flow via broadcast or unicast over the air.
Each Mulitcast session context is managed by one SMF. 
Editor’s note: How to handle the case where a UE initially establishes a unicast PDU session, and later requests to establish a Multicast session context associated with that PDU session, but the Multicast session context is managed by a different SMF, is FFS.
6.x.2.3
Fully separate Service Layer

The service layer is fully separate from the Multicast transport. This allows for applications that do nor require a service layer to establish a multicast transport directly via Nnef (control plane and N6 (user plane data)  
Figure 6.x2.3-1 shows an example for service layer support of multicast/broadcast using xMB as etrny pointn.  A new Netowrk Function, called Mulitcast Service Function (MSF) is introduced. The MSF provides only  Service layer functionality and requests the 5G system (via Nnef) for the underlying Mulitcast transport necessary for the Mulitcast service. The MSF has the following functionliaty:
-
External entry point for both control plane signalling and user plane data, e.g. xMB. 

-
MSF Control Plane (MSF-C):

-
Multicast service configuration
-
xMB-C termination

-
Codec configuration (if needed)

-
MSF User Plane (MSF-U):

-
xMB-U termination

-
Encoding of data at service layer.
-
Mulitcast service layer data packets delivery via N6. 
Editor’s note: the need for any other service layer functionliaty is FFS.
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Figure 6.x.2.3-1: 5G MBS system architecture with Mulitcast Service Function 
Note that an Application may not need any specific service layer functionliaty, in which case the Application may use directly Nnef for Mulitcast session configuration/negotiation and N6 for multicast data delivery, as depicted in Figure 6.x.2.3-2.
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Figure 6.x.2.3-2: MBS system with direct Application Server/Function interaction.
6.X.3
Procedures

Editor's Note: This clause describes high-level procedures and information flows for the solution.
6.X.3.1
Multicast context and Multicast flow setup/modification via PDU Session Modification procedure

The Multicast context and Multicast flow setup/modification uses an enhanced PDU session modification procedure for unicast traffic defined in TS 23.502 [x].
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Figure 6.X.3-1: PDU Session modification for multicast
1. 
The content provider announces the availability of multicast using higher layer (e.g. application layer). The announcement includes at least multicast address of multicast group that UE can join.

2.
Alternative 1: user plane signalling
2a. The UE joins the multicast group

2b.
The UPF is a multicast capable router. The reception of the join message triggers the UPF to notify the SMF. The UPF can be optimized to send the notification only when UE’s status in regard to number of multicast groups UE has joined changes, i.e. when the UE joins or leaves a group.
3.
Alternative 2: control plane signalling

3a.
The UE sends the PDU Session Establishment/Modification Request either upon a request from higher layers or upon a detection by lower layers of UE joining a multicast group (i.e. detection of IGMP or MLR and detection of the change of content of these messgases). The PDU Session Modification Request shall include information about multicast group, which UE wants to join, such as multicast addresses listed in the IGMP and MLR messages. This information is needed for configuration of UPF with appropriate packet filters.
3b.
The AMF invokes Nsmf_PDUSession_UpdateSMContext (SM Context ID, N1 SM container (PDU Session Modification Request with the multicast information)).
4.
The SMF checks whether a multicast context for the multicast group (address) exists in the system, i.e. whether there is a UE that already joined the multicast group. The information about the multicast context may be stored in the UDR or locally by the SMF. The information stored in the multicast context helps the SMF to identify what are the UEs that joined the multicast group and what entities are serving the multicast. If the multicast context for the multicast group does not exist, then the SMF creates it when the first UE joins the multicast group.
Editor’s note: How to handle the case where a UE initially establishes a unicast PDU session, and later requests to estbalish a Multicast session context associated with that PDU session, but the Multicast session context is managed by a different SMF, is FFS.
5.
The SMF request the AMF to transfer N1N2 message.
Editor’s note: The Session Management signalling towards UE, e.g. providing information egarding Multicast Context and Mulitcast Flows is FFS. 
6.
The session modification request is sent to the RAN. The request is sent in the UE context using the currently standardized message enhanced with multicast related information, which include a multicast group identity (e.g. multicast address itself or an identity generated by the SMF that corresponds to the multicast group). The RAN is using the multicast group identity to determine that the session modification procedures of two or more UEs correspond to one multicast group. In other words, the RAN learns what UEs are receiving the same multicast from the multicast group identity. When the RAN receives a session modification request for previously unknown multicast group identity, the RAN is configured to serve this multicast group. The configuration may include the allocation of downlink tunnel if unicast tunnelling on N3 reference point is used or joining multicast group if multicast tunnelling on N3 is used. 

7.
The RAN performs necessary access network resource modification such as configuration of broadcast bearers. The details of this procedure should be studied in the RAN. 

8.
The RAN sends the session modification response that may include downlink tunnel information, see step 6. 

9. 
The AMF invokes Nsmf_PDUSession_UpdateSMContext service to transfer the response to the SMF.

10.
The SMF sends N4 session modification request to the UPF including tunnel information if unicast tunnelling is used. This exemplary procedure shows that the same UPF that send the user plane event notification, which in turn triggered the PDU session modification, is also going to be serving the multicast. The information stored in the multicast context allows the system to support deployments and operations where a UPF other than the UPF that triggered the PDU session modification procedure can be used to serve the multicast. 

11.
The UPF receives multicast PDUs according to the configuration in strep 10.

12.
The UPF sends multicast PDUs in N3/N9 tunnel to RAN. There is only one tunnel per a multicast group in the RAN, i.e. all PDU sessions share this tunnel.

13.
The RAN selects radio bearers to deliver the multicast PDUs to UEs that joined the multicast group. 

14. The RAN performs the transmission using selected bearers.

6.X.4
Impacts Analysis
Editor's Note: This clause describes impacts to existing entities and interfaces.

6.X.5
Evaluation

Editor's Note: This clause provides an evaluation of the solution.

************************* END OF CHANGES ************************************************************
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Multicast Flow
- Multicast Flow ID
- Policy requested by AF via PCF/NEF
- Packet filter (media sub-component and its flow description as per 29.514, i.e. IPFilterRule [29.214])
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