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Abstract: This contribution proposes a study of Key Issues in how to minimize the load generated by NWDAF in data collection.
1. Discussion

One of the objectives listed in FS_eNA_Ph2 study is:

· "Rel-16 NWDAF features enhancement: 

· Minimization of the load generated by NWDAF data collection"
Release 16 eNA defined a list of input data that are required to be collected by an NWDAF to produce each related analytics output. That is, the NWDAF collects network data from NFs to assess the network status and produces an appropriate output based on the inference from the collected network data. Until all required input data are available at the NWDAF, the NWDAF will not be able to identify correctly the change of the network status caused by the operation at the NF. 

To be able to provide analytics, NWDAF needs to collect an important amount of data. This is true in particular for statistics, but this also applies to predictions. And the amount of data can be quite important considering that analytics can be provided on a per UE basis.

Rel-17 is expected to bring new use cases, and so potentially new input data will be required for NWDAF to provide the requested service.

Solutions are needed to allow minimizing the load due to data collection process, for a single NWDAF as well as in multi NWDAF environment.
Therefore, this contribution proposes a new Key Issue Minimization of the load generated by NWDAF data collection.
On one hand, TS 23.288 (V16.1.0) in Rel. 16 defines different analytics IDs that can be generated by NWDAF. For each analytics ID, a certain set of data needs to be collected. Based on current specification, we can observe the existence of same data type being required to be collected by different Analytics IDs. For instance:

· Service Experience: 

· (6.3) Slice load level analytics 

· (6.4) Observed Service Experience analytics

· NF Load: 

· (6.5) NF Load analytics

· (6.6) Network Performance analytics

· UE Location: 

· (6.4) Observed Service Experience analytics, 

· (6.7) UE related analytics

· (6.8) User data congestion analytics.

· QoS Flow Bit rate: 

· (6.4) Observed Service Experience

· (6.9) QoS Sustainability (also called Potential QoS Change currently in TS 23.288 ) analytics

· RAN Load: 

· (6.6) Network Performance Analytics

· (6.8) User Data Congestion Analytics.

On the other hand, Rel. 16 defines in TS 23.288 that multiple NWDAF instances can be deployed and they might generate the same set of Analytics ID (as per Clause 4.1 TS 23.288).

The two above described scenarios lead to the fact that multiple NWDAF instances can provide the same Analytics ID, therefore will trigger data collection to the same data type potentially from the same entities, and that even within the same NWDAF instance, the data collection for the same data type can be triggered multiple times. All this will lead to an unnecessary increase in load generated for NWDAF data collection. 

Also, the NWDAF relies on the input data from the source NFs that reflects the network status change indirectly. The input data from a source NF are collected based on a timer or a list of events that the NWDAF specifies during the subscription procedure with the source NF. Updated input data from a source NF trigger re-evaluation of network status inference at the NWDAF and further cause to send notifications of updated analytics outputs to consumer NFs. However, the updated input from an individual NF may be provided to the NWDAF at a different time instant and the insufficient information to produce a correct analytics output at the NWDAF may result in multiple notifications sent by the NWDAF over the time. Each of the notifications from the NWDAF may in turn cause the consumer NFs to perform a required reaction based on the received analytics output and leads to another round of transmissions of updated input data. That is, an operation at the consumer NF triggers changes of network status at multiple source NFs and the source NFs introduces unnecessary network load to report the change of the network status data that resulted from the NF consumer behaviours corresponding to each intermediate analytics output from the NWDAF. To avoid this storming of unnecessary data transmission, the inputs from NFs that are associated to an analytics output needs to be provided to the NWDAF simultaneously when the network status has been changed by a certain operation at a consumer NF. Some possible solutions may include, e.g., align the data collection between source NFs, merge multiple inputs from different NFs, direct input from consumer NF, etc. 
2. Proposal
This contribution proposes the following updates for FS_eNA_Ph2 TR.
* * * * First change * * * *

5.2.11
Key Issue #11: Increasing efficiency of data collection
5.2.11.1
General Description

Currently following mechanisms are supported for NWDAF data collection:

-
Subscription and Notification.

-
Request and Response.

For NWDAF to utilize subscription mechanism, it has to become aware of the serving entity. In 5GC such serving entities could keep changing even for a single UE. Tracking serving entities and managing subscriptions/de-subscriptions in a large scale network could be quite complex for NWDAF. Thus, it is important to study ways to reduce the load on tracking serving entities (i.e., of collecting data on 5G entities association information), to avoid forcing NWDAF to subscribe to all events from all NFs (i.e., UDM, NRF, BSF), so that NWDAF is able to determine the serving entities at any period in time. Similarly for subscriptions made by NFs towards NWDAF, if Notification addresses change because of lifecycle events undergone by the NF, subscriptions may need to be renewed. Hence, both NFs and NWDAFs need to store contexts related to subscriptions, manage and restore them when lifecycle events occur.

Similarly, an event that a NF may raise may be of interest to multiple NWDAFs that are supporting different Analytics IDs. In subscription/notification model, all of these NWDAFs need to make explicit subscription with the NF. NF has to send multiple notifications to NWDAFs i.e. one for each subscriber.
In a multiple NWDAF environment, NWDAF instance(s) may receive from different consumers the request for the same Analytics ID and trigger multiple times the data collection for the same type of data. 
As the networks scale the above mentioned issues in the context of Network Analytics become manifold leading to inefficiencies and complexity.

Based on this discussion, the proposal as per this Key Issue is to investigate whether mechanisms are needed to:

-
Achieve communication efficiencies in large networks consisting of many NF instances and NWDAF instances.

-
Reduce dependency on managing subscriptions because of lifecycle events on NF/NWDAF.

-
Reduce dependency on managing subscriptions because of change in serving entities for a UE.

-
Reduce complexity at NWDAF in determining entities serving a UE or a group of UEs and entities serving an area at a particular time window.
-
Which architectural enhancement should be defined to minimize load for data collection, e.g. for a single NWDAF as well as in a multiple NWDAF environment?

-
Which enhanced mechanisms can be defined for NWDAF and NFs to minimize the load for data collection?

-
How to prevent NWDAF(s) triggering multiple times the data collection of the same data from the same NF(s)/AF(s)/OAM?
-
How to reduce frequency of notifications that are transmitted by the source NF 

NOTE:
All of the above studies shall take into consideration coexistence with Rel-16 eNA architecture
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