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Abstract of the contribution: This paper proposes a Solution for KI 1: Providing the DNS authoritative server with IP addressing information about where the UE is located
1 Discussion

This paper proposes a Solution for KI 1: Providing the DNS authoritative server with IP addressing information about where the UE is located
Changes wrt last version:
· the solution supports following models: Distributed Anchor Point, Session Breakout and Multiple PDU sessions. The solution applies regardless the DNS server is contacted via the unique PSA of the PDU session or via a local PSA of the PDU Session
· It was already specified that for the option 2c (local DNS forwarder): UPF to support a local DNS forwarder
2 Proposal

Change 23.748 as described below
first CHANGE (1)
6.0
Mapping of Solutions to Key Issues

Table 6.0-1: Mapping of Solutions to Key Issues
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NEXT CHANGE (2) (all text is NEW)
6.X
Solution #X: Providing the DNS authoritative server with IP addressing information about where the UE is located
6.X.1
Description

This solution is based on following principles:
-
The solution supports the different EAS and application deployment described in KI 1 (e.g. the EAS and/or the App may be owned/operated by the MNO or by a third party),
-
The solution assumes no impact on the Application itself, and
-
The solution is transparent to the UE: the UE issues plain DNS requests targeting the FQDN of the Application and receives the corresponding IP addressing information; The UE neither needs to know whether the Application is to be reached “locally” or “centrally” (and does not need to know pure network aspects such as DNAI) nor needs to know EAS and/ or Application ownership aspects (e.g. the EAS is owned by the MNO or by a third party)
-
the solution supports following models: Distributed Anchor Point, Session Breakout and Multiple PDU sessions. The solution applies regardless of whether the DNS server is contacted via the unique PSA of the PDU session or via a local PSA of the PDU Session (Session Breakout model).
Many Authoritative (DNS) Name servers today return different responses based on the perceived topological location of the user. They determine the address to return to the DNS client based on 

-
IP addressing information about the client: this may correspond to the source IP address of the DNS request or to the edns-client-subnet (ECS) EDNS0 option described in RFC 7871 “Client Subnet in DNS Queries” [X], and
-
topological information about the different (e.g. EAS) servers that support the FQDN (or shorter domain) targeted by the DNS request.  
The solution is described assuming the Authoritative (DNS) Nameserver may be operated by a 3rd party (so an entity distinct from the MNO) who for the target domain of a DNS request may also operate the corresponding different (e.g. EAS) servers.
The goal is to provide the Authoritative (DNS) Nameserver with addressing information about the initiator (the UE) of the DNS request that refers to an IP address / prefix related to where the UE is currently located and not with the IP address / Prefix of the UE;  
The Authoritative (DNS) Nameserver may get such addressing information

-
in the source address of the DNS request: this may correspond to 

-
NAT enforcement at the local UPF or to 
-
usage of a local Prefix as Source Prefix for DNS traffic issued by a UE that supports IPV6 multi-homing
-
in an edns-client-subnet (ECS) also called DNS IP subnet option (RFC 7681) added by a local resolver: 

-
this local DNS resolver may be involved by the local UPF upon control of the SMF or 

-
this local DNS resolver may be involved due to a DNS server configuration option with high priority sent by the SMF to the UE within a Router Advertisement (in this case the DNS requests from the UE directly target the local DNS resolver)
Editor’s Note: it is FFS whether the solution can support insertion of a more local UPF based on DNS requests from the UE 
6.X.2
Procedures
The solution differentiates following phases:

· Configuration phase run once per PDU Session or once when a local UPF (UL CL / BP) is inserted
· the solution does not address how PDU Session(s) used by the UE are established but assumes such PDU has been established
· Execution phase run each time a UE issues a DNS request targeting the FQDN of an App
Configuration phase
00 The SMF keeps track of the DNS server address sent to the UE at PDU Session establishment (e.g. in PCO or via DHCP). 
0 The SMF configures the most local UPF(s) serving the PDU Session with:
-
a PDR identifying the traffic targeting the DNS server(s) whose address(es) have been provided to the UE
-
(at the UPF acting as PSA) a FAR that may ask the UPF to carry out one of following actions:

-
Tunnel DNS requests from the UE towards the address of a local DNS resolver (N6 tunnelling as defined in 23.501 clause 5.6.7) and/or to 
-
NAT the DNS requests from the UE in order that the source address of the request refers to the local PSA and not to the UE IP address / Prefix and/or to
-
apply a local DNS forwarder that is to add a DNS IP subnet option.
The UPF that is/are configured as above may e.g. be 
--
in case of Distributed Anchor Point or of Multiple PDU sessions: the PSA of the PDU Session, 
--
in case of Session Breakout: a UPF acting as UL CL for the PDR mentioned above and a UPF acting as local PSA for the FAR mentioned above
0 (UE that supports IPV6) The SMF configures the UE with a new DNS server address corresponding to a local DNS resolver via a spontaneous Router Advertisement
Execution phase
1
The UE issues a DNS request targeting the FQDN of an App (service.example.com in the figures). The DA of this request is the most recent DNS server address sent by the 5GC (SMF) to the UE.
2a
The UPF based on the N4 session configuration received from SMF in step 0, forwards the request after having NATed it (e.g. UPF invoking NAT per local policies related with the network instance). This allows to reach a possibly remote DNS resolver with a source address identifying the UE location. In case IPV6 multi-homing is supported on the PDU Session, this is replaced by the SMF sending to the UE rules per RFC 4191 to use as source prefix the UE Prefix associated with the local traffic offload.
2b
The UPF acting as PSA based on the N4 session configuration received from SMF in step 0, forwards (via N6 tunnels) the request to a (local) DNS resolver.
NOTE 0: 
this forwarding does not change the inner destination address within the tunnel i.e. it does not change the address of the DNS server as set by the UE.

2c
The UPF based on the N4 session configuration received from SMF in step 0, processes the request in a co-located DNS forwarder and then forwards the request to a DNS resolver. The co-located DNS forwarder uses a locally configured value to populate the edns-client-subnet option.
NOTE 1: 
the UPF in steps 2a, 2b and 2c above can correspond to a local PSA associated with an UL CL or can be the “central” (unique) UPF in case no traffic offload takes place for the PDU Session.

NOTE 2: 
Other IP forwarding techniques than tunnelling are possible in case 2b (e.g. the DNS server address provided to the UE is an anycast address).

3 
The local resolver adds a preconfigured addressing information in an edns-client-subnet (ECS) EDNS0 option (RFC 7871 [X]); 

-
in deployments along case 2a) the local resolver uses the source address (or Prefix) of the DNS request to populate the edns-client-subnet option,
-
in deployments along case 2b) the local resolver uses a locally configured value to populate the edns-client-subnet option,
4
the Authoritative DNS Server can use the EDNS Client Subnet option to provide an answer depending on where the UE is located. The UE location may not be the only parameter taken into account as the authoritative server may consider other aspects such as the relative capacity and (over)load of the EAS etc…The policies of the Authoritative DNS Server may thus be configured by an application provider that may be the MNO or may be a third party with which the MNO has an agreement
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Figure 6.X.2-1 DNS handling with UL CL and NAT
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Figure 6.X.2-2 DNS handling with UL CL and no NAT but a local DNS resolver
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Figure 6.X.2-3 DNS handling with an integrated DNS forwarder
6.X.3
Impacts on Existing Nodes and Functionality
-
for the Authoritative DNS Server: use the EDNS Client Subnet option to provide an answer that may depend on the UE location. 

-
for the local DNS resolver: adds a preconfigured addressing information in an edns-client-subnet (ECS) EDNS0 option that is determined

-
in deployments along case 2a) using the source address (or Prefix) of the incoming DNS request

 -
in deployments along case 2b) unconditionaly using a locally configured value 

-
for SMF and UPF: using existing R16 mechanisms for traffic NATing / tunelling over N6

-
for the option 2c (local DNS forwarder): UPF to support a local DNS forwarder that can add an edns-client-subnet (ECS) EDNS0 option  
NEXT CHANGE (3)
5.1
Key Issue #1: Discovery of Edge Application Server

5.1.1
General description

In Edge Computing deployment, one application service might be served by multiple Edge Application Servers typically deployed in different sites. These multiple Edge Application Server instances that host same content or service may use a single IP address (anycast address) or different IP addresses. Before an application/UE starts to connect to the service, it is very important for the application/UE to discover the IP address of one suitable Edge Application Server (e.g. the closest one), so that the traffic can be locally routed to the Edge Application Server via UL CL/BP mechanisms, and service latency, traffic routing path and user service experience can be optimized. Also once a discovered Edge Application Server becomes non-optimized (e.g. after the UE moves far away), a new Edge Application Server may be used to replace the old one to serve the application/UE.

The reselection of an Edge Application Server can be triggered by events either in the 5GS or in the application layer. For example, in the first case it can be triggered by a User Plane change initiated by the network such as a mobility event (e.g. handover), or a failure event which ultimately is a 5GS criterion. In the second case it can be initiated due to an Edge Application Server may become congested or unavailable. This requirement depends on whether the application can tolerate a change of Application server instance.

The following aspects shall be studied to support the efficient discovery of Edge Application Sever:

-
How can a UE discover a suitable Edge Application Server to serve the application/UE?
-
Consider scenarios (if any) for which the UE needs to be aware that there is an application server in the Edge Hosting Environment and scenarios (if any) for which the UE does not need to be aware that there is an application server in the Edge Hosting Environment.
-
What information (if any) can be used to assist such a discovery mechanism?
-
What (if any) additional information may need to be discovered about the EAS through such a discovery mechanism?

NOTE 1:
Any potential additional information required for supporting use cases for application layer under the scope of SA6 work can be considered in SA6.
-
Whether and if yes how to support UE rediscovery of Edge Application Server when the previous Edge Application Server becomes non-optimal or unavailable to the UE?

-
Whether the need to ensure the discovery of Edge Application Server and PSA UPF selection and reselection are jointly carried out? If so, how?

NOTE 2:
Application level aspects details on above access management, application server switching, announcing the status of an Edge Application Server, etc. that do not relate with how 5GS steers traffic to Edge Application Server are managed on the application level and out of scope of this study.

NOTE 3:
For sake of easy implementation, solutions should preferable be based on existing mechanisms (e.g. DNS, SFC techniques) and industry practices to avoid or at least minimize impact on applications and UEs. Additionally, the outcome from SA6 FS_EDGEAPP may be considered if impacts to 5GC are identified.

NOTE 4:
Discovery mechanisms should not limit MNOs to specific hosting models and should preferably work for any of the hosting models, e.g.:

-
The MNO is in control of the edge and provides the edge computing infrastructure, the connectivity and the application platform, and manages the Edge Application Servers.

-
The MNO hosts its own or a 3rd party application platform on its edge computing infrastructure. MNO provides the routing and IP network stitching between the connectivity and the platform which exposes APIs for application management.

-
The MNO provides distributed connectivity to a DN, and cloud providers host the application servers on their application platform on the edge.

NOTE 5:
This key issue focuses on network layer solutions that impact 5GS NFs. However this does not exclude any upper layer solution to be adopted by operator or service provider.

If the solutions to this key issue use DNS the following aspects should also be considered:

-
How can DNS resolution take into account different PSAs for different applications?

-
Does the 5GC needs to assist the DNS resolution?

NEXT CHANGE (4)
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