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Abstract of the contribution: This contribution proposes a solution for Edge Application Server discovery using DNS and IP anycast.
1
Background
The procedures in this solution proposal are based on DNS and IP anycast. The description focuses on how to use DNS and IP anycast for discovery and subsequent forwarding of requests to LDNs that host EAS. Standards based DNS and IP anycast procedures are applied in the context of the EC study. DNS may use additional information provided by the 5GS to select the EAS instance.
2
Discussion

This solution is applicable across a wide range of application architectures. The main principle here is to limit the dependencies to standardized DNS and IP anycast approaches while only optimizing provisioning information for specific 5G topology (DNAI, LDN). No changes are needed at the UE, i.e., the UE sends DNS query to translate the application FQDN and then sends application messages to the EAS with IP address obtained in the DNS response.as the destination address. This approach works with all modes of DNS (plain, DNS over TLS, and DNS over HTTPS).
The assumption here wrt PDU sessions is that the UPF-PSA has been selected and the session established prior to the initial DNS query. Release 16 mechanisms for URSP, UE policies may be used in deployments where such information is needed to choose to establish UPF/PDU session path for local offload. Other deployments where UE PDU sessions are offloaded at UPF-PSA close to the gNB may also be used. 

MNO DNS server should support client network identifier [RFC 7871]. DNS authoritative server for application domain/FQDN selects LDN (A record IP address) based on the client network identifier (DNAI). XXX No other additional DNS infrastructure, zone delegation or capability is necessary. 
The IP address in DNS response (A/AAAA record) maybe an IP anycast address that corresponds to more than one LDN. This allows the N6 network to dynamically select among the LDNs, perform accurate load balancing, handle DDoS attacks and large, site failures effectively.
On the application domain side, the AF (application side control plane) should subscribe to 5GC and get N6 path measurements which are then used to provision the authoritative DNS backend with appropriate FQDN translations. This allows the selection of the LDN closest to the user. The LDN may be a group of sites, servers across which IP anycast based routing and load balancing is used. For stateful applications, flow state is sufficient to continue forwarding to the server/site initially selected. 
The anycast mechanisms can be used for both stateful and stateless applications to implement application domain redirections and keep the actual application server address/location anonymous. On the N6 side, no additional location information (other than UE IP address at UPF-PSA egress) is revealed in this solution.
3. 


Proposal

It is proposed to include the following solution in TR 23.748.
* * * * Start of Change * * * *
6.X
Solution #X: EAS Discovery using DNS and IP Anycast
6.X.1
Description

Editor's Note: This clause will describe the solution principles and architecture assumptions for corresponding key issue(s). Sub-clause(s) may be added to capture details. 

This solution describes the discovery of Edge Application Server (EAS) using DNS and IP anycast and addresses Key Issue #1 (Discovery of Edge Application Server). This solution is used to complement application-layer mechanisms which are out of scope of this solution. An EAS or multiple EAS for an application may be present in a Local Data Network (LDN) or across multiple LDNs. The initial EAS address selection is based on DNS and augmented by IP anycast if there are multiple server instances corresponding to an IP address in the DNS response. 
The PDU session for the application is setup prior to initiating the DNS query for discovery of EAS. URSP/UE policy provisioning may follow procedures in TS 23.502, 4.2.4 and TS 23.287, 6.2.4 or have statically configured UE policies. No additional changes are required at the UE. The DNS query and response are sent over this PDU session. The MNO DNS will use the UE source IP address seen at egress UPF-PSA for DNS client subnet option [RFC 7871]. This source IP address is representative of UE location /N6 interface and can thus be used by the authoritative DNS server in determining the best EAS (based on the provisioned information at the DNS backend – 6.X.2.1).
This solution to select EAS works with classical DNS [RFC 1035] and the new DNS approaches based on privacy – DoT [RFC 7858] and DoH [RFC 8484]. It also supports the client subnet option [RFC 7871] that has been deployed to some extent in CDNs. DNS is provisioned with information for translation of FQDN to best EAS IP address for a UE IP address in DNAI/ IP subnet. This solution assumes that for EAS selection, no per UE (per PDU session) application state is maintained in the network (the path across UE to UPF-PSA, and for N6 forwarding to LDN). The application layer may reselect an EAS based on L4 (application transport like TCP or QUIC) and L7 (HTTPS, MQTT, etc.) rebalancing. An application may also be composed of multiple services (and corresponding application gateways) that are located in the cloud or edge. Details of these application-layer procedures are out of scope of this solution, however the mechanisms in this solution support this transparently as it does not keep per UE/per PDU session state for EAS selection/re-selection.
Server reselection to the same or different LDN follows a similar sequence as the initial selection, except that the address to redirect the request is sent in application response rather than a DNS response. The forwarding of the application request is the same as that of the initial request. No additional procedure /state per UE request is maintained in this solution.

Since the server selection process does not maintain per UE/PDU session, there is no distinction between stateful and stateless application flows to the EAS discovery and subsequent routing to an LDN/EAS. Application outage or other reselection conditions are injected by the application domain as forwarding state change in the N6 forwarding. The forwarding state for EAS selection is maintained per service, and not per UE/PDU session. When server selection needs dynamic changes, DNS by itself is not sufficient. The combination of DNS and IP anycast (with dynamic N6 forwarding) allow for dynamic and robust EAS selection.
6.X.2
Procedures

Editor's Note: This clause describes high-level procedures and information flows for the solution.

The procedures described here have two parts – one for provisioning the DNS backend with information of FQDN to best EAS IP address for a UE IP address in DNAI/ IP subnet; and the second for describing the EAS server discovery process from the UE. Provisioning of DNS backend is not handled per session – the updates to DNS are infrequent and thus DNS is stable. For dynamic load balancing, IP anycast address in DNS response is routed in N6 network to the best EAS server/LDN. 
6.X.2.1
Provisioning DNS Backend
In this solution, DNS selects the most optimal EAS when the DNS authoritative server for the FQDN is provisioned with the IP subnet /DNAI from where the UE DNS query is originating and the closest LDN. This is similar to current practice where CDNs obtain measurement information from BGP Route Controllers for selecting cloud AS location. The difference is that IP network between 5GC and Edge Hosting Environment is within an MNO and would require the operator to provide this information to application providers who subscribe to this data. 
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Figure 6.X.2.1-1: N6 Path between UPF, LDN
Figure 6.X.2.1-1shows the N6 path between IP subnet of UE (UPF-PSA) and IP subnet of LDNs. Existing network flow monitoring (e.g., netflow, sFlow, IPFIX) collects information between measurement points in MNO IP network. For example, flow monitoring between Edge routers next to a set of UPFs (IP subnet) to Edge Routers at LDNs (IP subnet) provide IP path information (bandwidth, latency, etc) over a period of time. The AF should subscribe to this information (available in OAM or 5GC) and use to provision the DNS server for an FQDN. The N6 IP address/subnet information that gets provisioned here corresponds to the IP address information that is subsequently sent in the DNS query with client subnet subnet option [RFC 7871]. One option for AF to get this information is described below.
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Figure 6.X.2.1-2: Provisioning DNS backend
1. AF in application domain starts configuring a service /application with an FQDN. LDNs and EAS for this application is configured.
2. AF sends Nnef_AnalyticsExposure_Subscribe message with Analytics ID for N6 Path Information. The AF provides list of LDN/IP subnet information as parameters.

3. NEF processes request and gets flow monitoring information from NWDAF, OAM or other configuration for all DNAI /IP subnet with acceptable latency, bandwidth bounds to the set of LDNs.
4. NEF sends Nnef_AnalyticsExposure_Notify with information in (3).

5. AF uses monitoring data and any application domain policies to derive a translation from FQDN to EAS IP address for each IP subnet /DNAI from a set of UPFs.
6. AF sends DNS record information to be provisioned at the DNS backend. This is the authoritative DNS server for this FQDN.

7. DNS provisioning sequence is complete at this point, and ready to serve translation requests from UE.
6.X.2.2
EAS Discovery
The procedures described here follow after the UE has completed PDU session setup. No changes in the DNS procedure are needed, and these procedures work for DNS, DoT and DoH. The DNS stub server in the UE initiates the DNS query. A DNS resolver/cache replies if a cached entry is present, and otherwise forwards the request to the authoritative server for that domain name. The DNS resolver is hosted by the MNO and in the case of DoH (DNS over HTTPS), the resolver may be in the application hosting domain. 
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Figure 6.X.2.2-1: DNS to resolve EAS address
The application in UE contacts the DNS stub server to resolve the FQDN for the application. The DNS query is resolved by the authoritative DNS server for the domain of the FQDN. The sequence in flow diagram below uses standard DNS (both plain and privacy DNS) with no impact to the UE. 
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Figure 6.X.2.2-2: DNS to resolve EAS address

1. Following PDU session setup, an application with a Uniform Resource Locator (URL) is launched in the UE. The Fully Qualified Domain Name (FQDN) portion of the URL is used by the UE to initiate a DNS query over the established PDU user plane and over N6. 
2. A DNS resolver in N6 attempts to resolve the name, and otherwise forwards the DNS query to an authoritative DNS server for that FQDN. The resolver adds a client subnet option [RFC 7871] with the UE IP address/prefix to assist the authoritative server to select a server that corresponds to the IP subnet from which the query originated. Since the UE IP address is source IP address of UDP packet at UPF-PSA egress, this is representative of UE location /N6 interface.
3. The DNS authoritative server returns a list of IP addresses for EAS which the UE may try in a round robin order. DNS server matches client subnet identifier (or UE IP address seen at UPF-PSA egress in DoH) with record for FQDN to srv-IP-addr (EAS) and returns A or AAAA resource record (RR). The DNS resolvers on path may cache the response.
4. Application uses the IP address in DNS response to route the application request packet. If the address is a unicast address, the N6 network forwards it to EAS. If it is an anycast address, the N6 network selects the best instance of EAS servers based on dynamic route information (more details in Figure 6.X.2.2-3 below).
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Figure 6.X.2.2-3: IP Anycast operation
The IP address obtained using DNS may point directly to the EAS server instance in some cases. In other cases, the IP address returned by DNS is an IP anycast address that points to multiple EAS instances. When the IP address is an anycast address, the address is dynamically routed to the best server instance over the N6 interface. This is based on IP route control for network congestion, server load injection or other methods in IP networks and details are out of scope of 3GPP procedures.
When the UE attaches to an EAS which is represented by an IP address/anycast address, stateful application requests are forwarded to the same instance. The application domain may process or route the request based on application domain architecture and policies and this is transparent to 5GS. The application domain maintains state per UE, however, the N6/forwarding networks only maintains flow state and thus remains scalable. 
The EAS instance may be reselected by the application domain for various reasons including server failure, congestion, application domain policy and is transparent to 5GS. Routing to the new server instance would follow the same procedures as the initial selection. The original EAS may issue a redirect request that translates to the IP address of the new server. When the IP address of the subsequent application request corresponds to a single EAS instance, forwarding over N6 sends it to the same EAS instance. When the IP address is an anycast address that corresponds to multiple EAS instances, N6 resolves the best instance dynamically (as described in initial selection with anycast).

When the reselected EAS instance is in another LDN, the procedures to route to the new LDN are the same. Either direct routing or resolving the EAS instance dynamically (as described in initial selection with anycast).
When the UE moves to another UPF-PSA/N6 access, the above routing can be continued to reach the EAS. Optimal routing as the UE moves further should be addressed in other KI/solutions related to edge relocation.

6.X.3
Impacts on Existing Nodes and Functionality
Editor's Note: This clause captures impacts on existing 3GPP nodes and functional elements.
* * * * End of Change * * * *
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