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Abstract of the contribution: As suggested by the IEEE response to LS S2-1908630, issue 2, this contribution proposes to use IEEE 802.1Q Per-Stream Filtering and Policing (PSFP) to obtain per-TSN stream information that may be used to calculate the TSC assistance information for RAN scheduling optimization. 
1. Discussion: Applying Per-Stream Filtering and Policing (PSFP) information for RAN scheduling optimization
Introduction 
According to the Section 4.4.8.2 of TS 23.501 [1], the 5G System (5GS) is modeled as a virtual TSN bridge (black box), which emulates the operation of a real TSN switch. In Section 5.27.2 of TS 23.501 TSC Assistance Information is applied to describe the characteristics of the TSC traffic that are useful for the gNB to optimize the scheduling according to the TSN traffic pattern. 
S2-1902953 [2] – liaison between RAN2 and SA2 – also mentioned that if the RAN can receive assistance information from the CN about the TSN streams then the gNB can optimize the traffic scheduling accordingly over the radio. The mentioned assistance information contains the following parameters: 
· Message (burst) arrival time at gNB (DL) and UE (UL),
· Message periodicity
· Message size
In the current version of the TS 23.501, clause 5.27.1, the Assistance Information elements are: Flow Direction, Periodicity, and Burst Arrival time. Also mapping of Maximum TSC Burst size is included in that clause. However, it is not yet addressed how the assistance information - especially Periodicity, Burst Arrival time, and Maximum TSC Burst size- is obtained.
PSFP-based TSC assistance information calculation
[bookmark: _Hlk10111789]It is proposed to use the IEEE Std 802.1Q Per-Stream Filtering and Policing (PSFP) information, which specifies stream gate, i.e., a per-stream traffic gating mechanism on the ingress ports, as illustrated in Figure 1.
[image: ]
[bookmark: _Ref10025052]Figure 1 Per-stream filtering and policing
Stream gates apply similar gate scheduling mechanism to that of transmission gates specified by IEEE 802.1Q Scheduled Traffic (aka 802.1Qbv), however, stream gates can work on per-TSN stream level instead of per-Traffic Class level operation of transmission gates. The stream gate schedule configuration is computed by the CNC, similarly as in the case of transmission gate scheduling. 
One purpose of the PSFP is to control the TSN streams in order to enter the TSN bridge at specified time windows (at ingress port). This is in order to guarantee bounded delays by limiting the impact of misbehaving or misconfigured TSN stream sources. However, we have found that the PSFP information can also be used to extract relevant traffic pattern/characteristics of the TSN stream itself. From this information the TSC assistance information parameters could be calculated. 
The stream gating cycle per TSN stream provided at the ingress port in the 5GS virtual bridge can directly be mapped into traffic pattern/characteristics of the stream:
1. Message arrival time: can be mapped to the start time of the stream gating cycle plus the time interval till the stream gate opens for the corresponding TSN Stream. For the use of 5G RAN, in downlink direction this arrival time has to be shifted to the arrival time at the corresponding gNB. Therefore, adding the CN part of the PDB (i.e. UPF/TT to gNB delay) to the time when the stream gate opens is necessary. In uplink direction, the residence time of the UE has to be considered. This consideration applies for traffic of CBR (Constant Bit Rate) type with single message per cycle. Note that all time-based scheduling mechanism in a bridge is based on a single known timescale, i.e., all time-related information is linked to a single clock (bridge clock).
2. Message periodicity: can be mapped to the stream gating cycle time.
3. Message Size: can be mapped to the interval that the stream gate is open for this TSN stream multiplied by the bitrate of the port. Since it provides the maximum data burst volume of a TSN stream per stream gate cycle, it can be mapped to the 5QI MDBV.
To sum up, the application of PSFP makes possible that per-TSN stream characteristics and the assistance parameters required for optimizing the RAN scheduling can be determined in the case of the fully centralized model by using an IEEE standard compatible tool. From the stream gate configuration information the 5GS can extract the above mentioned per-TSN stream traffic characteristics. 
Figure 2 illustrates the stream gate scheduling in the case of downlink direction.
[image: ]
Figure 2 Stream gate scheduling at the ingress ports of 5GS virtual bridge
On the bottom part of Figure 2, the stream gate scheduling at the TT on UPF side is shown. The stream gate scheduling configuration for each port (TT on the UPF, as well as TT on the UE side) is computed by the CNC based on the 5GS virtual bridge capabilities and the TSN stream characteristics. Then the CNC sends the PSFP configuration information to the AF TT, which can perform the calculations of the stream characteristics. This calculated information is forwarded to the corresponding gNB, and the gNB may use this information for air interface scheduling optimization. Note that this paper only focuses on how PSFP information can be used inside 5GS for the purpose to obtain parameters that may be useful for RAN resource scheduling optimization. 
If a single TSN stream is carried by a QoS Flow/PDU Session, then the obtained stream characteristics can directly be mapped to the PDU Session. Then for a given PDU session, by applying the stream arrival times at the ingress port as well as the residence time of the UPF and the latency between the UPF and the corresponding gNB (D1, D2 on Figure 2) the arrival time of the message bursts belonging to the given PDU Session to the gNB can be calculated. In the case of uplink direction, the UE residence time has to be considered when the arrival time to the radio interface side of the UE is calculated.
The periodicity of the TSN streams supported by a PDU session can also be derived from the stream gate cycle. Hence, the traffic pattern within a PDU session can be determined and this also can be forwarded to the RAN. 

2. Proposals

Proposal 1: Use PSFP information to obtain per-TSN stream traffic characteristics
Proposal 2: Calculate TSC assistance information parameters for optimizing RAN scheduling (burst arrival time, periodicity, maximum burst size) based on the PSFP stream gate scheduling parameters that can be provided by the CNC.

3. Procedures
AF TT performs the TSC assistance information calculation
Figure 4 shows the case when the AF TT performs the mapping the PSFP schedule to PDU Sessions and calculates the TSC assistance information for optimizing RAN scheduling.




[bookmark: _Ref10113313]Figure 3 TSC assistance information calculation 
The procedures illustrated in Figure 3 are described below:
1. SMF collects the capability information (e.g., topology, delay) of the 5GS virtual bridge.
2. SMF reports the capability information to AF TT (via PCF).
3. CNC obtains the capability information from the 5GS virtual bridge.
4. PSFP is calculated by the CNC for each ingress port.
5. CNC sends the PSFP configuration information to the AF TT.
6. The SMF provides information about the PDU Sessions to the AF TT (via PCF). If required, the SMF can provide the gNB – UPF delay values, as well as residence time of the UEs to the AF TT. 
7. AF TT calculates the TSC assistance information.
8. The TSC assistance information is provided to the gNB. 
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