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[bookmark: _Toc11147480]6.20	Solution #20 for Key Issue #7: SMF starts the pending timer for the non-accepted GBR QoS flow
[bookmark: _Toc11147481]6.20.1	Description
During the Handover Preparation phase, Target RAN node performs admission control for the QoS flow. If the GBR QoS flow is not accepted by the admission control, Target RAN node rejects the GBR QoS flows.
Target RAN node sends the non-accepted GBR QoS flow to SMF during handover procedure. For Xn based HO, the non-accepted GBR QoS flow is included in the Path Switch Request message. For N2 based HO, the non-accepted GBR QoS flow is included in the Handover Request ACK message. AMF forwards the information to the associated SMF.
SMF activates a pending timer based on local configuration for the non-accepted GBR QoS flow. All new QoS establishment request for the non-accepted GBR QoS flow is rejected by the SMF when the pending timer is running. SMF can send the QoS re-establishment request for the non-accepted GBR QoS flow after the timer expiration.
RAN stores the QoS profile for the non-accepted GBR QoS flow. If RAN recovers from congestion state, RAN informs the SMF(s) using QoS notification control message. If pending timer is running in SMF, SMF stops the pending timer and re-establishes the non-accepted GBR QoS flow for the data transmission by local policy or QoS rule received from PCF.
[bookmark: _Toc11147482]6.20.2	Procedures
Editor's note:	This clause describes services and related procedures for the solution.
[bookmark: _Toc11147483]6.20.3	Impacts on Existing Nodes and Functionality
SMF:
-	SMF activates a pending timer for the non-accepted QoS flow based on local configuration.
-	SMF maintains context for non-accepted QoS flow until the pending timer expires.
-	SMF rejects the new QoS flow establishment when the pending timer is running.
-	SMF establishes the QoS flow for the non-accepted QoS after the pending timer expiration or receiving the information that RAN is recovery.
RAN:
-	RAN maintains the QoS profile for the non-accepted GBR QoS flow.

[bookmark: _Toc11147488]6.20.4	Solution Evaluation
6.20.4.1	Cyclic retries leading to random prioritisation
For a machine related GBR bearer, in the Allocation/Retention Priority information, the Pre-emption Vulnerability is likely to be set to “not pre-emptable”.
As specified in TS 23.501 clause 5.7.2.2
“The ARP pre-emption vulnerability defines whether a service data flow may lose the resources assigned to it in order to admit a service data flow with higher ARP priority level.”
The following figure 5.7.2-1 shows how, as a result of this requirement on pre-emption vulnerability,  the existing R15 specified handover behaviour can lead to undesirable consequences when cells are congested and SMFs use timer based retry mechanims. 
[image: ]
Figure 5.7.2-1: flow re-establishment following reduction in congestion
1a) 	UE 1 has a low priority, non-preemptable GBR flow established with its h-SMF.
1b) 	UE 2 has a high priority, non-preemptable GBR flow established with its h-SMF.
2)		Congestion occurs in a RAN node that is the target of handover requests.
3)		UE 1 needs to be handed over to the target RAN node.
4) 	The target RAN node admits all the UE’s flows except for the GBR flow. 
5)		The signalling caused by the handover implicitly informs the h-SMF that the GBR flow has been released.
6)		UE 2 needs to be handed over to the target RAN node; the target RAN node admits all the UE’s flows except for the GBR flow; and the signalling caused by the handover implicitly informs the h-SMF that the GBR flow has been released.
7)		Both h-SMFs repeatedly try to re-establish their UE’s GBR flows. As the machines need the GBR flow to fulfil their ‘mission’, the retry mechanism can be expected to be aggressive.
8) 		Congestion reduces so that one more GBR flow can be admitted by the target RAN node.
9) 		By random chance, the next request received is for the Low priority GBR flow. The Low priority flow admitted. The cell is now “full” for GBR requests.
10)		a request for the high priority GBR flow is received, but is blocked because the low priority flow is non-preemptable.
The above type of behaviour is not restricted to handover situations but will also occur at “initial admission control for GBR-flows”.
6.20.4.2	Evaluation summary
The problem described in clause 6.20.4.1 is a significant drawback of solution #20.
******* next changes *****

7.X	Evaluation for key issue #7: Automatic GBR service recovery after handover
Solution #16 extends the Release 15 notification control concept for handover situations, however, it assumes that the Release 15 serving RAN node behaviour is aligned to the needs of this feature. Solution #16 also mentions the possibility to use a new parameter rather than the R15 Notification parameter. By adopting a RAN centric approach, the RAN can check (e.g. over a few seconds) that the radio conditions are stable (and good) before reopening the GBR flow. By storing the unfulfilled resource requests for different UEs in the target RAN node, the highest priority request can be served when resources become available (thereby avoiding the random resource allocation issue highlighted in clause 6.20.4).
Solution #20 appears to replace the autonomous RAN node recovery proposed in solution #16 with a timer based retry mechanism in the SMF. While this can reduce “signalling storms” it does that at the expense of speed of recovery. More problematically, the use of core network, timer based retry mechanisms leads to random admission control when different SMFs (e.g. for different UEs) are requesting access for non-pre-emptable GBR flows with different ARP priority levels.
Solution #21 extends solution #16 to cover the situation of initial PDN connection establishment (and modification). For machines that need GBR service, this seems to be a good addition to solution #16. By storing the unfulfilled resource requests for different UEs in the target RAN node, the highest priority request can be served when resources become available (thereby avoiding the random resource allocation issue highlighted in clause 6.20.4)
Solution #22 provides an explicit signalling indication from the PCF through to the RAN. At failure to handover the GBR flow, the GBR flow is mapped back onto the default flow and the PCF informed. The PCF then requests the RAN to recover the GBR flow. Compared to solution #16 this solution involves slightly more signalling, but, it forces the RAN to allocate resources to the GBR flow as a subset of the resources allocated to the default flow.
Solution 23 appears to be equivalent to a combination of Solution 16 and Solution #21.
Solution XX [S2-1908287] combines solutions #16 and #21 with the TR 23.786 V2X Uu QoS solution #27 concept. This covers both admission control, maintenance of a session within a cell, and handover. By adopting a RAN centric approach, the RAN can check (e.g. over a few seconds) that the radio conditions are stable (and good) before reopening the GBR flow. By storing the unfulfilled resource requests for different UEs in the target RAN node, the highest priority request can be served when resources become available (thereby avoiding the random resource allocation issue highlighted in clause 6.20.4).

Owing to the use of the PDCP discard timer with the UE’s PDCP and lower layers, explicit signalling to the UE (of loss of GBR resource allocation) seems to be unnecessary. 


[bookmark: _Toc4424111]8	Conclusions
8.X	Key Issue #7: Automatic GBR service recovery after handover
For Key Issue #7, it is recommended to use Solution XX [S2-1908287] This is a combination of Solution 16 (for handover) and Solution #21 (for initial admission control) with TR 23.786’s V2X Uu QoS solution#27.
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