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1. 
Background
A small enhancement on slice based overload control at NG-RAN S2-1904485 was discussed in SA2 #132 meeting in Xian, but this contribution was postponed since there was a question raised why it is needed.
This paper explains why the slice based AMF overload control at NG-RAN is needed and usefull for 3GPP operators.
1. 
Discussion

1.1 Release 15 based AMF overload control for slice access at NG-RAN
In 23.501 (clause 5.19.5), there are three categories of restrictions the AMF request NG-AN to apply for UEs that the AMF is serving. They are defined as following.
a)
Restrict 5G-AN signalling connection requests that are not for emergency, not for exception reporting and not for high priority mobile originated services; or

b)
Restrict 5G-AN signalling connection requests for uplink NAS signalling transmission to that AMF;

c)
Restrict 5G-AN signalling connection requests where the Requested NSSAI at AS layer only includes the indicated S-NSSAI(s) in the NGAP OVERLOAD START message. This applies also to RRC-Inactive Connection Resume procedure where the Allowed NSSAI in the stored UE context in the RAN only includes S-NSSAIs included in the NGAP OVERLOAD START.
In general, (a) and (b) are used in case that AMF common parts, for example green parts in Figure 1, are overloaded while c) is used in case that Slice related service instances are overloaded. 

If category (c) is activated by the AMF, the following mechannism applies to 5G-AN.

When restricting a 5G-AN signalling connection, the 5G-AN indicates to the UE an appropriate wait timer that limits further 5G-AN signalling connection requests until the wait timer expires.

Observation: The issue in Release 15 is that the UE will be blocked out of all services including those that are not related to the overloaded slices unnessesarily. This would potentially lead to a bad user experience.
 Figure 1 below depicts one implemenation example how the AMF uses the overload control (a), (b) and (c) .

If green part of AMF resources are overloaded, the AMF overload control (a) and (b) may be applied as the green part of resources are basically common for all processing in the AMF.

On the other hands, if some of the pink parts of AMF resouces are overloaded, the AMF overload control (c) may be used as the pink part of resources are assinged and reserved only for specific slice(s).

Let’s assume that the only pink part of AMF resouces for Slice A is overloaded while the pink parts of AMF resouces for Slice B and C are not, then all UEs intend to access Slice B and/or Slice C are blocked in Rlease 15 because the wait timer that 5G-AN indicates to UEs applies to all RRC connection requests that UE may attempt regardless of which slice is being used.
If the associated CR of this discussion paper is accepted as the release 16, Only UEs that are being served by NSSAI that include only slice A will be blocked for the duration of wait timer.

UEs that are being served by NSSAI that include slice B and/or C are not necessarly affected.
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Figure 1
1.2 AMF overload at slice resources
There are many reasons where overload may happen only at the slice-level resosources.
3GPP SA5 maintaains the slice management related specifications. 
1. TS 28.530 defines the Management and orchestration; Concepts, use cases and requirements for network slicing. See the nipped texts from TS 28.530.
=== excerpt start. ===

Introduction

Network slicing is a key feature for 5G. Network slicing is a paradigm where logical networks/partitions are created, with appropriate isolation, resources and optimized topology to serve a purpose or service category (e.g. use case/traffic category, or for MNO internal reasons) or customers (logical system created "on demand"). 

4.5
Network slice subnet concepts
The Network Slice Subnet Instance (NSSI) represents a group of network function instances (including their corresponding resources) that form part or complete constituents of a Network Slice Instance (NSI). The grouping of the network functions allows the management of each group of network functions to be conducted independently of the network slice instance. 
The Network Slice Subnet concepts include the following aspects:

-
An NSSI constituent may include Managed Function(s) directly and other constituent NSSI(s).

-
An NSSI may be shared by two or more NSIs, this is called a shared constituent of NSI.

-
An NSSI may be shared by two or more NSSI(s), this is also called a shared constituent of NSSI.

-
An NSSI that is dedicated to one NSI and is not shared as a constituent by two or more NSSI(s) is called a non-shared NSSI.
-
An NSSI may contain instances of CN Managed Functions only, or instances of AN Managed Functions only, or any combination thereof.

-
An NSSI may additionally have information representing a set of links with capacities to provide connection between managed functions.

-
The resources used, and whose management aspects are represented by an NSSI comprise physical and logical resources. In case of virtualization, virtualized resources may be used.

5.1.2
Network slicing management

REQ-3GPPMS-CON-07 The 3GPP management system shall be able to evaluate the feasibility of providing a new NSI which does not impact with the existing NSI(s).
REQ-3GPPMS-CON-07a The 3GPP management system should have the capability of allocating the resources of NSIs according to the priority.
REQ-3GPPMS-CON-08 The 3GPP management system should have the capability of re-allocating the resources of NSIs according to the priority.
REQ-3GPPMS -CON-25
The 3GPP management system shall support collection and analysis of the status and events of the network slice instance resources for the purpose of fault management.

REQ-3GPPMS -CON-26
The 3GPP management system shall support collection and analysis of the status and events of the network slice instance resources for the purpose of performance management.
=== excerpt end. ===

This clearly indicates that resouces for particular network slice should be isolated.

2. TS 28.531 further explains General information for network slice instance. See the nipped texts from TS 28.531 below:
=== excerpt start. ===

4.3
General information for network slice instance

The general information used to describe a network slice instance may include:

-
Resource model information, which describes the static parameters and functional components of network slice, includes NST ID, network slice type (e.g. eMBB), additional system feature (e.g. multicast, Edge Computing), priority, NSST ID list.

-
Management model information, which describes the information model that is used for network slice lifecycle management, includes configuration profile (e.g. application configuration parameters).

-
Capability model information, which describes the capability including supported communication service characteristic information (e.g. service type, UE mobility level, density of users, traffic density), QoS attributes (e.g. bandwidth, latency, throughput and so on) and capacity (e.g. maximum number of UEs), can be exposed to CSC via CSMF.

5.1.6
Network slice feasibility check

	Use case stage
	Evolution/Specification
	<<Uses>>
Related use

	Goal 
	To check the feasibility of provisioning a network slice instance to determine whether the network slice instance (NSI) requirements can be satisfied (e.g., in terms of resources)
	

	Actors and Roles
	Network slice management service consumer. For example, CSMF or CSP providing NSaaS plays the role of network slice management service consumer.
	

	Telecom resources
	Network slice instance
Network slice management service provider. For example, NSMF plays the role of network slice management service provider.
	

	Assumptions
	Network slice management service consumer has decided to check the feasibility of provisioning a network slice instance based on, for example, internal decision or to facilitate an external service requests
.
	

	Pre-conditions
	Network slice requirements have been derived or received by network slice management service consumer.
	

	Begins when 
	Network slice management service provider receives the request to provision a network slice instance according to the network slice requirements.
	

	Step 1 (M)
	Network slice management service provider identifies the network slice subnets according to the requirements. 
	

	Step 2 (M)
	Network slice management service provider fulfils feasibility of provisioning a network slice by requesting the network slice subnets service provider(s) regarding the availability of resources.
	

	Step 3 (M)
	Network slice subnet management service provider(s) checks the feasibility of provisioning a slice subnet(s) by analysing network constituents to ensure that their capabilities, e.g., resources, management services, etc. are adequate to provision network slice instance, satisfying all requirements without impacting existing services. For the purpose of checking the feasibility of provisioning a network slice subnet(s) of the network slice instance, network slice subnet management service provider(s) may obtain information from the network (e.g., load level information from the NWDAF). 
	5.1.21 Network slice subnet feasibility check

	Ends when 
	Feasibility check results have been provided to network slice management service consumer.
	

	Exceptions
	One of the mandatory steps fails.
	

	Post-conditions
	N/A
	

	Traceability 
	REQ-PRO_NSSI-FUN-12, REQ-PRO_NSSI-FUN-13, REQ-PRO_NSI-FUN-8.
	


5.1.21
Network slice subnet feasibility check

	Use case stage
	Evolution/Specification
	<<Uses>>
Related use

	Goal
	To check the feasibility of provisioning a network slice subnet instance (NSSI) to determine whether NSSI requirements can be satisfied (e.g., in terms of resources)
	

	Actors and Roles
	Network slice subnet management service consumer. For example, when a network slice subnet instance is to be provided as a constituent of a network slice instance.
	

	Telecom resources
	Network slice subnet instance
Network slice management service provider. For example, NSSMF plays the role of network slice management service provider.
	

	Assumptions
	Network slice subnet management service consumer has decided to check the feasibility of provisioning a NSSI based on, for example, internal decision or to facilitate an external service requests.
	

	Pre-conditions
	Network slice subnet requirements have been derived or received by network slice subnet management service consumer.
	

	Begins when 
	Network slice subnet management service provider receives the request to provision a NSSI according to the network slice requirements.
	

	Step 1 (M)
	Network slice subnet management service provider identifies the network slice subnets constituents according to the requirements, e.g., network services to be requested from MANO. 
	

	Step 2 (O)
	For the purpose of checking the feasibility of provisioning a network slice subnet(s) of the network slice instance, network slice subnet management service provider(s) may obtain information from the network (e.g., load level information, resource usage information from management data analytics services).
	

	Step 3 (M)
	Network slice subnet management service provider sends enquiries with reservation requests to other management providers (e.g., MANO) to determine availability of network constituents, e.g., network services, network functions. If some of the responses are negative, network slice subnet management service provider may send enquiries to different management providers. 
	

	Ends when 
	Feasibility check results have been provided to network slice subnet management service consumer. If provisioning NSSI is feasible, information about reserved resources may also be provided.
	

	Exceptions
	One of the mandatory steps fails.
	

	Post-conditions
	N/A
	

	Traceability 
	
	


=== excerpt end. ===
This explains that each network slice instance has its own dedicated resource assigned based on several factors, including slice type, service type, UE mobility level and so on.
Conclusion 1: Each Network slices have its own capacity and they are isolated from each other. With this resource arrangement scheme, overload may happen in each network slice independent of other network slice in the same AMF.

1.3 Decision criteria on AMF overload

In release 15, the AMF overload control is basically performed by a mechanisms in the AMF for avoiding and handling overload situations. However in release 16, the AMF can utilise the network data analytics to perform overload control to gain more soficificated overload control per network slice basis.
TS 23.288 version 0.4.0 has the following agreed texts. See the nipped texts from TS 23.288 below: 
Assumption here is that the AMF is a consumer of this service.

=== excerpt start. ===

6.3
Slice load level related network data analytics

6.3.1
General

NWDAF provides load level information to a NF on a network slice instance level and the NWDAF is not required to be aware of the current subscribers using the slice. NWDAF notifies slice specific network status analytics information to the NFs that are subscribed to it. NF may collect directly slice specific network status analytics information from NWDAF. This information is not subscriber specific.
6.3.2
Data collection

There is no definition for information for support of load level analytics in this release of the specification.
6.3.3
Analytics exposure

The NWDAF services as defined in the clause 7.2 and clause 7.3 are used to expose load level analytics from the NWDAF to the consumer NF (e.g. PCF or NSSF).

Following Analytics ID is considered:

-
Load level information with following possible Analytics Filters:

-
Network Slice Instance.

-
Load Level Threshold value (the NWDAF report when the load level crosses the threshold provided in the analytics subscription); if no threshold is provided in the subscription, the reporting (Notify operation) is assumed to be periodic.

=== excerpt end. ===
In release 16, The AMF can perform the overload control for slice access NOT only based on an overload at network slice instance in the AMF but also based on an overload at network slice instances at other NFs than the AMF.

Conclusion 2: AMF can use overload control for slice access at NG-RAN based on an overload at other NFs than the AMF. With this point of view, the independent overload control per slice access is a valid use case.

The NAS level slice overload control can also be used. However, the NAS level slice overload control is per UE basis and this mechanism consumes the AMF resouces by its own process. To mitigate heavy overload at the network slice instances in the AMF, all traffics related to that overloaded slice should be blocked at the 5G-RAN. 

Depending on the type of overload in the AMF and other NFs in the 5GC, Operator should be able to choose two overload control mechannisms, NAS level overload control and AS level overload control, to manage their network.
3 Summary

Based on above conclusions 1 and 2, it becomes clear that operators should have an enhanced "AMF overload control for slice access at NG-RAN" in release 16 allowing operators to have a slice level overload control mechanism.
4 Proposal
It is proposed to agree the associated CR "23.501 CR1150" for release 16 specification.
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