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[bookmark: _Ref528762725]Introduction
In order to support IEEE 802.1Qbv scheduling in 5GS, contribution [1] and associated CR [2] posted at SA2#132 proposed that scheduling-related parameters specified by the IEEE 802.1Qbv standard are provided by CNC to 5GS, by configuring the output pacing, which mechanism is implemented by the TSN Translator. This contribution goes one step beyond, by also exposing some parameters to RAN, as a pre-requisite for properly carrying upfront the related packets over the wireless link in a timely manner. 
Discussion
IEEE 802.1Qbv is the most commonly supported scheduling mechanism in TSN networks, and is a requirement from TS 22.104 Section 6.2 [3]:
	For infrastructure dedicated to high performance Ethernet applications, the 3GPP system shall support enhancements for time-sensitive networking as defined by IEEE 802.1Q, e.g. time-aware scheduling with absolute cyclic time boundaries defined by IEEE 802.1Qbv [19], for 5G-based Ethernet links with PDU sessions type Ethernet.


We provide below a brief background on IEEE 802.1Qbv.
IEEE 802.1Qbv Time-Aware Shaper (TAS)
As shown in Figure 1 , the IEEE 802.1Qbv Time-Aware Shaper (TAS) introduces time-based gates at the output ports of a TSN bridge that bind the transmission of frames from the egress queues (traffic classes) to a configured periodic schedule called the Gate Control List (GCL).


[bookmark: _Ref789176][bookmark: _Ref789163]Figure 1: 802.1Qbv functionality in a TSN bridge and resulting scheduling example
The periodic execution of the GCL defines the scheduler cycle, or cycle time, of the TSN schedule. As further detailed in [1], a GCL is specified by the IEEE 802.1Qbv standard as follows:
AdminControlList: This parameter describes the sequence of gate operation states in a list of GateControlEntries. The GateControlEntries consist of:
· GateStatesValue: this is a list up to 8 tuples, one for each traffic class supported by the current port. One entity of the list indicates a value, “open” or “closed” of the port’s queues. GateStatesValue specifies the state of the gates at any given time. 
· TimeIntervalValue: This specifies the time while the current states of the gates shall be applied; if the time specified by TimeIntervalValue expired, the next gate operation is executed. 

Observation 1: An 802.1Qbv-compliant TSN device executes a periodic semi-static QoS schedule at its egress ports which period (cycle time) and scheduling intervals are configured according to the 802.1Qbv protocol.
The impact of supporting IEEE 802.1Qbv is depicted in Figure 2 where 5GS is integrated as a TSN bridge, based on SA2 solution#8 from [4] “5GS appearing as a TSN bridge (black box) for integration with TSN”.


[bookmark: _Ref794785]Figure 2: 5GS integrated as a TSN bridge supporting IEEE 802.1Qbv/Qch
IEEE 802.1Qbv operates at the output ports of a TSN bridge. However, in conventional switches, the switch fabric typical latency, inside the bridge, is in the range of microseconds, most frame travel time is taken by the Ethernet bandwidth over the wire (e.g. 1.5Kbytes / 100Mbits/s ≈ 123 µs). But, this is no longer the case with a 5GS TSN bridge where the wireless part (Figure 2) can contribute in increasing significantly the bridge’s travel time. In other words, since the goal of 802.1Qbv/Qch is to achieve zero congestion loss and bounded latency, complying with IEEE 802.1Qbv pacing requirements at the output ports also requires that, before that, the packets are timely carried within the bridge via the 5G wireless link so as to get at the output port scheduler in time with respect to their IEEE 802.1Qbv slot (or gate). This means that the wireless part introduced with 5GS – aka RAN – should be aware of the 802.1Qbv scheduled intervals and associated traffic mapping, that is, the Time Aware Shaper (TAS) Gate Control List (GCL).
Observation 2: To properly convey Ethernet frames according to IEEE 802.1Qbv schedule, RAN must be aware of the 802.1Qbv cycle and corresponding Gate Control List (GCL).
[bookmark: _GoBack]On RAN side, Configured Grants (CGs), for UL, and Semi-Persistent Scheduling (SPS), for DL, are well-suited for addressing such deterministic and periodic traffic, but require the knowledge of the traffic period and arrival time to be properly configured. This is why, in the current RAN TR 38.825 [5][3], the 802.1Qbv cycle and corresponding Gate Control List (GCL) are addressed by the message periodicity and reference time/offset in Table 6.5.2-1, which was reported by RAN2 to SA2 in their LS [6]. Accordingly, SA2 captured in current TS 23.501 the requirements for TSC Assistance Information (TSCAI) as follows:
	5.27.2	TSC Assistance Information (TSCAI)
TSC assistance information describes TSC traffic characteristics for use in the 5G System. The knowledge of TSN traffic pattern is useful for the gNB to allow it to more efficiently schedule periodic, deterministic traffic flows either via Configured Grants, Semi-Persistent Scheduling or with dynamic grants. TSC assistance information, as defined in Table 5.27.2-1, is provided from SMF to 5G-AN, e.g. upon QoS flow establishment.
Table 5.27.2-1: TSC Assistance Information
	Assistance Information
	Description

	Flow Direction 
	The direction of the TSC flow (uplink or downlink)

	Periodicity
	It refers to the time period between start of two bursts.

	Burst Arrival time
	The arrival time of the data burst at either the ingress of the RAN (downlink flow direction) or egress interface of the UE (uplink flow direction).



[bookmark: _Hlk2301117]Editor’s note: Burst size is needed for TSC QoS flows but how Burst size maps to MDBV is FFS.
Editor’s note: need for other parameters (e.g. survival time) FFS.
Editor’s note: Which clock the periodicity and burst arrival time refer to is FFS.


However, it is obvious from the above discussions that the GCL maps traffic types to time intervals rather than time instant, to take into account the possible jitter and/or time multiplexing of such packets.
It should be further noted that this jitter may come from the application itself as e.g. captured in the below extract of Table 5.2-1 of TS22.104 [1].
Therefore, we propose that the Burst Arrival time is defined as a time interval instead of an absolute time.
Proposal: The Burst Arrival time in TSC Assistance Information (TSCAI) is defined as a time interval (rather than just an absolute time) during which the related packet(s) are expected to be received.
Extract of Table 5.2-1 from [1]: Periodic deterministic communication service performance requirements
	Characteristic parameter
	Influence quantity
	

	Communication service availability: target value (note 1)
	Communication service reliability: mean time between failures
	End-to-end latency: maximum (note 2)
	Service bit rate: user experienced data rate
	Message size [byte]
	Transfer interval: target value
	Survival time
	UE 
speed
	# of UEs
	Service area 
(note 3)
	Remarks

	> 99,9999 %
	~ 10 years
	< transfer interval value
	–
	40 to 250
	1 ms to 50 ms (note 6) (note 7)
	transfer interval value
	≤ 50 km/h
	≤ 100
	≤ 1 km2
	Mobile robots (A.2.2.3)

	99,9999 % to 99,999999 %
	~ 1 month
	< transfer interval value
	–
	40 to 250
	4 ms to 8 ms (note 7)
	transfer interval value
	< 8 km/h
	TBD
	50 m x 10 m x 4 m
	Mobile control panels – remote control of e.g. assembly robots, milling machines (A.2.4.1)

	99,9999 % to 99,999999 %
	~ 1 year
	< transfer interval
	–
	40 to 250

	< 12 ms (note 7)
	12 ms
	< 8 km/h
	TBD
	typically 40 m x 60 m; maximum 200 m x 300 m
	Mobile control panels -remote control of e.g. mobile cranes, mobile pumps, fixed portal cranes(A.2.4.1)

	99,9999 % to 99,999999 %
	≥ 1 year
	< transfer interval value
	–
	20
	≥ 10 ms (note 8)
	0
	typically stationary
	typically 10 to 20
	typically ≤ 100 m x 100 m x 50 m
	Process automation – closed loop control (A.2.3.1)

	> 99,9999 %
	~ 1 year
	< transfer interval value
	–
	15 k to 250 k
	10 ms to 100 ms (note 7)
	transfer interval value
	≤ 50 km/h
	≤ 100
	≤ 1 km2
	Mobile robots – video-operated remote control (A.2.2.3)

	> 99,9999 %
	~ 1 year
	< transfer interval value
	–
	40 to 250
	40 ms to 500 ms (note 7)
	transfer interval value
	≤ 50 km/h
	≤ 100
	≤ 1 km2
	Mobile robots (A.2.2.3)

	99,99 %
	≥ 1 week
	< transfer interval value
	–
	20 to 255
	100 ms to 60s (note 7)
	≥ 3 x transfer interval value
	typically stationary
	≤ 10 000 to 100 000
	≤ 10 km x 10 km x 50 m
	Process monitoring (A.2.3.2), Plant asset management (A.2.3.3)

	NOTE 7:	The transfer interval deviates around its target value by < ± 25 %.
NOTE 8:	The transfer interval deviates around its target value by < ± 5 %.


Conclusion
In this contribution we discussed the missing parameters in the current TSC Assistance Information to properly handle IEEE802.1Qbv scheduler. The resulting observations and proposals are as follows:
Observation 1: An 802.1Qbv-compliant TSN device executes a periodic semi-static QoS schedule at its egress ports which period (cycle time) and scheduling intervals are configured according to the 802.1Qbv protocol.
Observation 2: To properly convey Ethernet frames according to IEEE 802.1Qbv schedule, RAN must be aware of the 802.1Qbv cycle and corresponding Gate Control List (GCL).
Proposal: The Burst Arrival time in TSC Assistance Information (TSCAI) is defined as a time interval (rather than just an absolute time) during which the related packet(s) are expected to be received.
A companion CR is proposed in S2-1905415.
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