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[bookmark: _Ref528762725]Introduction
This paper discusses the necessity of “survival time” from both SA1 requirement perspective and RAN requirement perspective, and proposes to include the survival time in TSC Assistance Information.
Discussion
2.1	Support of “survival time” from SA1 requirement
TS22.104 [2] provides several definitions of the survival time that can be classified into two types of definitions: generic definitions and specific requirements for the most stringent use cases.
The generic definitions can be found in Sections 3.1, 5.1, and in Annex C2.3 and C3 of [2]. Rather than listing them all, we copy below Figure C.3-1 from Annex C3 of [2] with an extract from the body text that is sufficient summary:
	The survival time can be expressed as a period of time or, especially with cyclic traffic, as maximum number of consecutive incorrectly received or lost messages. If the survival time has been exceeded, the application transitions the status of the communication service into a down state.
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Figure 3: Definition of up time, down time and up state, down state, also showing survival time (copied from Figure A.2-1 of [1])
The most stringent usecases are captured in Table A.2.2.1-1: Service performance requirements for motion control of [2] as follows:
	
	Communication service availability: target value in %
	End-to-end latency: maximum
	Message size [byte]
	Transfer interval: lower bound
	Transfer interval: upper bound
	Survival time
	Service area (note)

	1
	99,999 to 99,99999
	< transfer interval value
	50
	500 μs – 500 ns
	500 μs + 500 ns
	500 μs
	50 m x 10 m x 10 m

	2
	99,9999 to 99,999999
	< transfer interval value
	40
	1 ms – 500 ns
	1 ms + 500 ns
	1 ms
	50 m x 10 m x 10 m

	3
	99,9999 to 99,999999
	< transfer interval value
	20

	2 ms – 500 ns
	2 ms + 500 ns
	2 ms
	50 m x 10 m x 10 m

	NOTE:	Length x width x height.


In such usecases, the survival time is set equal to the transfer interval (target value excluding jitter) which corresponds to the cycle time of the TSN traffic. Clearly, in the above usecase, the survival time spans only one additional message transmission, as illustrated in Figure 4.


[bookmark: _Ref974627] Figure 4: Survival time for the most stringent usecases (motion control) 
Observation 1: For most stringent IIoT usecases in TS22.104, the survival time is equal to the cycle time, which means that it spans only one additional message transmission.
We focus on the above stringent usecase in the rest of this contribution.
Proposal 1: According to SA1 requirements defined in TS 22.104, survival time needs to be defined for 5GS in order to support the TSN traffic.
Since the survival time is application-specific, it is not expected to come from the CNC in the TSN system, but rather from the AF function, which determines and configures the other application-specific service parameters for each flow.
Proposal 2: The AF function in CN determines and configures the survival time parameter of a given flow.

2.2	Need of “survival time” from RAN side
How to address survival time in 5GS?
The first question to answer is: what should 5GS do upon entering survival time? Clearly, the goal is to make sure the next transmission(s) go(es) through within the end-to-end latency budget so as to go back to “normal operation” and stay away from unavailable time. To do so, 5GS system must quickly react by increasing the reliability of the wireless link for the concerned traffic flow(s), as shown in Figure 5:


[bookmark: _Ref975571]Figure 5: Addressing survival time by increasing the reliability of following message 
Observation 2: 5GS should address survival time by making sure the next transmission goes through within the end-to-end latency budget so as to go back to “normal operation” and stay away from unavailable time.
Proposal 3: 5GS should react to survival time by increasing the link reliability.
How to manage (trigger/stop) survival time in 5GS?
Considering 1) the survival time and end-to-end latency definitions are based on application message, 2) the SA2 response [4] challenging the RAN2 assumption/approximation that end-to-end latency can be bounded to RAN (Uu), one simple approach can be to consider that:
· Option 1: survival time is managed outside RAN (by CN).
However, it is unclear with such approach if CN can react fast enough to increase the reliability of the next message transmission. For example, considering: 1ms transfer interval and 0.5ms end-to-end latency, the reaction time is 0.5ms, which sounds overkill for any CN reconfiguration of RAN involving N2 latency + an RRC re-configuration.
Observation 3: CN or application-based handling of survival time is impractical considering very short reaction times of most stringent IIoT usecases.
· Option 2: survival time is (also) managed in RAN
However, RAN is only aware of its fraction of the end-to-end latency, which is provided by the 5QI parameter: packet delay budget (PDB). RAN does not have visibility on the total end-to-end latency. On the other hand, the toughest requirements on end-to-end latency and survival time reported in above Table A.2.2.1-1 are for applications operating over a small service area. Therefore it is a safe assumption that for such stringent usecase, the initial RAN2 assumption holds and the CN delay can be assumed zero or negligible.
Hence, a RAN standalone solution can be envisioned, complementary to CN solution, based on PDB.
Proposal 4: RAN needs to be aware of QoS flows requiring survival time support.
How to characterize survival time from RAN perspective?
TS22.104 [2] defines the survival time as a maximum duration following a first message failure, after which the communication service is in outage. But as discussed above, RAN awareness is mainly required for the most stringent requirements, which are for periodic deterministic communication service. And in this case, the survival time requirement translates into a maximum number of consecutive message transmission failures. Since it is more practical/simple for RAN to interpret/address the latter requirement, we propose that the survival time requirement, if any, of a given TSN service is captured accordingly.
Proposal 5: The survival time requirement, if any, of a given TSN service is captured in TSC Assistance Information as the maximum number of consecutive message transmission failures.

Conclusion
In this contribution we discussed the handling, in 5GS, of the survival time requirement from some specific applications. The resulting observations and proposals are as follows:
Observation 1: For most stringent IIoT usecases in TS22.104, the survival time is equal to the cycle time, which means that it spans only one additional message transmission.
Observation 2: 5GS should address survival time by making sure the next transmission goes through within the end-to-end latency budget so as to go back to “normal operation” and stay away from unavailable time.
Proposal 1: According to SA1 requirements defined in TS 22.104, survival time needs to be defined for 5GS in order to support the TSN traffic.
Proposal 2: The AF function in CN determines and configures the survival time parameter of a given flow.
Proposal 3: 5GS should react to survival time by increasing the link reliability.
Observation 3: CN or application-based handling of survival time is impractical considering very short reaction times of most stringent IIoT usecases.
Proposal 4: RAN needs to be aware of QoS flows requiring survival time support.
Proposal 5: The survival time requirement, if any, of a given TSN service is captured in TSC Assistance Information as the maximum number of consecutive message transmission failures.
[bookmark: _GoBack]A companion CR in S2-1905413 is used to capture the definition of survival time.
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