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Abstract of the contribution: This contribution discusses the proposal in that S2-1900686, S2-1903448, debated at length in Rel-15 (not included) and also for potential inclusion in Rel-16. This contribution discusses the relevance of the proposal in view of the arguments made and suggests a way forward.
1
Background
AMF overload control as specified in Rel-15 is to handle AMF overload – this is tautological but it is important to bear in mind in the discussion, as this point seems to have been lost in earlier debates and contributions [2, 3]
Observation 1: AMF overload control is about controlling AMF overload.
AMF overload control was specified for different scenarios, one of which is related to network slices. As specified in [1] the AMF suffering or expecting to suffer from overload due given selected slices can send the NGAP OVERLOAD START message to a 5G-AN node to “Restrict 5G-AN signalling connection requests where the Requested NSSAI at AS layer only includes the indicated S-NSSAI(s) in the NGAP OVERLOAD START message. This applies also to RRC-Inactive Connection Resume procedure where the Allowed NSSAI in the stored UE context in the RAN only includes S-NSSAIs included in the NGAP OVERLOAD START. […] When restricting a 5G-AN signalling connection, the 5G-AN indicates to the UE an appropriate wait timer that limits further 5G-AN signalling connection requests until the wait timer expires.”
Said otherwise, culprit slices may trigger an AMF overload or a risk thereof at which point the AMF may, as a first measure, decide to start taking action as described above.
2
Discussion

2.1
AMF overload control vs S-NSSAI-based congestion control

As explained above, AMF overload control is about AMF overload control it is not about Slice (S-NSSAI) congestion control. [2, 3] repeatedly argue about congested slices which is an entirely different scenario against which AMF Overload Control is of course not suited. For congested slices, NAS-level congestion control using S-NSSAI-based congestion control is applicable and, hopefully, recommended. 
Observation 2: The proposal [2, 3] recommends AMF overload control to handle congested slices instead of the purpose-built S-NSSAI-based congestion control that can efficiently alleviate the load on specific congested slices without impacting service of other non-congested slices.
Proposal 1: For congested slices, it is recommended to use S-NSSAI-based congestion control. AMF overload control should not be used. We think this is obvous in TS23.501, but maybe some clarification is required.

2.2
Congestion control does affect UEs
Congestion control is a generic means to either prevent congestion from happening when a risk is identified, or to alleviate congestion when it happens. Typically it consists in denying some UEs from accessing the network, under given circumstances, for some time until the risk of congestion or the congestion itself disappear. Congestion control is not invoked in normal conditions. 
Observation 3: Congestion control denies network access to some UEs under given circumstances outside normal operation. Not all UEs may be affected.
So, indeed, congestion control is to deny service from some UEs for some time in conditions that are not normal conditions – it can be argued whether or not this leads to a very bad user experience. 
2.3
AMF overload control due to S-NSSAIs

In the above scenario of AMF overload control wrt specific network slices, the impact on UEs is the following:

a) Some percentage of UEs that request connectivity only to each of the culprit slices are affected

b)
No UEs that request connectivity to a subset of the culprit slices are affected

c)
No UEs that request connectivity to all the culprit slices and to other slices are affected

d)
No UEs that request connectivity to any other slices are affected

Observation 4: AMF Overload control triggered by some network slices affects only some UEs that request connectivity exclusively to all of these slices. It does not affect any other UEs.

The affected UEs are subject to T302 set to the waitTime/RejectWaitTime value received at RRC from the network which can range from 1 up to 16 seconds. 
Observation 5: Affected UEs are subject to T302 that can range from 1 up to 16 seconds i.e. these UEs are barred for up to 16 seconds.

The example brought up in [2] is the following.

 
“For example a UE supports IoT, V2X and eMBB services. A IoT related slice is congested and the AMF requests 5G-RAN to perform overload control for IoT only. When the UE includes IoT slice only during the AS connection establishement procedure then the NG-RAN releases the AS connection with generic wait time. After receiving the generic wait time the UE is not allowed establish AS connection for any services. Therefore the user will not get V2X and eMBB services althougth eMBB and V2X slices are not congested. This has serious consequences for services like V2X.”

This example is obviously made to justify the proposal, but it is questionable, not least in view of Observation 2, but importantly as well in view of the scenario it suggests esp. regarding the “essential” nature of V2X service:

-
If the IoT slice (or any other slice) is congested, the corresponding S-NSSAI congestion control mechanism should be used, certainly not AMF overload control – this would of course have no effect on other slices. (See Observation 2).
-
Assuming only the IoT slice is triggering AMF overload or a risk thereof i.e. assuming AMF overload control is indeed the intended mechanism

-
If as argued, the V2X service is essential, it would be reasonable to assume the UE would have requested both the V2X S-NSSAI and IoT S-NSSAI in the first place. It is not very likely V2X suddenly becomes essential, say within the few seconds after AMF overload control kicks in, triggered by IoT S-NSSAI only. 
-
The example may hint at a multi-persona UE that as described is rather unrealistic i.e. that of an IoT UE (or eMBB UE) that suddenly becomes a V2X UE, following AMF overload control.
Observation 6: the example provided in [2] is not compelling and does not justify changing the mechanism defined in Rel-15.
The proposal for the UE to only apply congestion control for the S-NSSAIs it included in the Requested NSSAI is also not clear:
a)
Does it apply to the combination of S-NSSAIs only? or

b)
Does it apply individually to every S-NSSAI included in the Requested NSSAI?

a) of course implies the UE can retry with any subset of S-NSSAI combination.
b) of course implies the UE will not retry with any of the S-NSSAIs in the Requested NSSAI in the next few seconds. 
a) and b) allow the UE to request any other S-NSSAI as well.

But how realistic is for such UE to suddenly start requesting a different set of S-NSSAIs following AMF overload control? We question the relevance and criticality of such scenario.

Observation 7: The relevance and criticality for a UE to suddenly change the set of S-NSSAIs it requests as a consequence of AMF overload control or “out of the blue” are questionable. It also adds extra complexity for a scenario that is essentially academic.
Furthermore, it should be kept in mind that when the UE is subject to MM congestion control (as is the case with AMF overload control) it is typically prevented to perform selected actions to avoid propagating the load to other networks/parts of the network (e.g. mobility is restricted). Though the scenario at hand is somewhat different, keeping the current behaviour as defined is the safest way forward to avoid exacerbating the load situation/risk to the very same AMF (e.g. as could otherwise be a result of allowing the UE requesting a subset of the S-NSSAIs) and to avoid propagating it to a different AMF (e.g. as could otherwise be a result of allowing UEs requesting different S-NSSAIs)

Observation 8: MM congestion control is always defined to avoid propagating the load “elsewhere” – this is the case with AMF overload control. The proposal [2, 3] does precisely the opposite which can unnecessarily hamper services for other UEs.

Therefore overall, we see no reason to change the mechanism specified in Rel-15.

Proposal 2: the AMF overload control due to S-NSSAI is left unchanged in Rel-16 vs Rel-15 baseline.

3
Conclusions
Observation 1: AMF overload control is about controlling AMF overload.

Observation 2: The proposal [2, 3] recommends AMF overload control to handle congested slices instead of the purpose-built S-NSSAI-based congestion control that can efficiently alleviate the load on specific congested slices without impacting service of other non-congested slices.

Observation 3: Congestion control denies network access to some UEs under given circumstances outside normal operation. Not all UEs may be affected.
Observation 4: AMF Overload control triggered by some network slices affects only some UEs that request connectivity exclusively to all of these slices. It does not affect any other UEs.

Observation 5: Affected UEs are subject to T302 that can range from 1 up to 16 seconds i.e. these UEs are barred for up to 16 seconds.

Observation 6: the example provided in [2] is not compelling and does not justify changing the mechanism defined in Rel-15.

Observation 7: The relevance and criticality for a UE to suddenly change the set of S-NSSAIs it requests as a consequence of AMF overload control are questionable. These also add extra complexity for a scenario that is essentially academic.

Observation 8: MM congestion control is always defined to avoid propagating the load “elsewhere” – this is the case with AMF overload control. The proposal [2,3] does precisely the opposite which can unnecessarily hamper services for other UEs.
Proposal 1: For congested slices, it is recommended to use S-NSSAI-based congestion control. AMF overload control should not be used. We think this is obvous in TS23.501, but maybe some clarification is required.

Proposal 2: the AMF overload control due to S-NSSAI is left unchanged in Rel-16 vs Rel-15 baseline.
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