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Abstract of the contribution: We propose a way forward to make the 5G Ethernet solution compatible with IEEE standards and deployments. 
1 Introduction
At SA2#132, discussions took place on how to extend the 5G_LAN work with autonomous Ethernet forwarding, triggered by the proposal in S2-1903311. The debate brought forward key questions, including how to keep the Ethernet network loop free, and how to make the 5G solution compatible with IEEE Ethernet technology. 
This paper puts the question into a broader context. As a background, we recap the key differences between IP and Ethernet, followed by a deeper look into how the related questions are solved today in fixed Ethernet networks. We then consider what are the main options for 5G Ethernet support to be extended in a way that is compatible with IEEE Ethernet standards. The aim of this paper is to assess what is reasonable to support as part of 3GPP Release-16, and propose possible areas of enhancements for future releases. 
2 Background: key differences between IP and Ethernet
The following table serves as a recap of some of the relevant key differences between IP and Ethernet technologies. 
	IP technology
	Ethernet technology

	Hierarchical addressing: IP address assigned by the network and is topological.
	Flat addressing: MAC address assigned by device manufacturer and is non-topological.

	IP connectivity: layer 3. IP addresses in same subnet reached at layer 2; IP addresses outside subnet reachable by IP routing at layer 3. 
	Ethernet connectivity: layer 2. Ethernet hosts can only communicate with other hosts sharing the same broadcast domain. 

	Temporary loops may occur. TTL (Time-To-Live) field exists; looped IP packets are dropped when TTL expires. 
	Loops are never allowed, not even temporary ones. No TTL field; looped Ethernet frames last forever and can bring the whole network down. 

	Multiple paths may exist between IP hosts. Active paths are selected based on routing rules. Alternative paths may exist. 
	Single path only between Ethernet hosts. Connectivity inside a broadcast domain is always constructed as a TREE topology over the Ethernet network. Alternative paths are blocked. 

	Forwarding based on routing. Routing table set by routing protocols.
	Forwarding based on bridging. MAC forwarding table set by MAC learning or by explicit configuration from a central controller. 

	Drop unknown unicast packets, or apply default routing table entry if exists. 
	Flood unknown unicast frames on all active interfaces (except incoming). 

	No broadcast, except within sub-net. 
	Flood broadcast frames on all active interfaces (except incoming). 

	Multicast traffic dropped unless multicast routing is explicitly configured. 
	Flood multicast frames by default on all active interfaces (except incoming). 


3 Fixed Ethernet networks: two modes of operation
In fixed Ethernet networks, there are two modes of operation with respect to how the spanning tree of the active topology is set up and how forwarding tables are set. 
Use of central controller. This is illustrated in the figure below. The figure shows the Ethernet bridges (marked by a cross), the Ethernet hosts, the active tree topology shown as dark edges, and the inactive alternative interfaces shown in light gray that are not part of the active topology. The central controller reads topology information from the bridges and becomes aware of all the MAC addresses in use. Based on the knowledge of the full network topology, the central controller sets up the active topology and forwarding tables of the individual bridges. The algorithmic behavior of the central controller is implementation specific and can be influenced by operator configuration. In this scenario, there is no MAC learning at the individual bridges, and there is no spanning tree protocol run at the individual bridges, given that these functions are replaced by the setup provided by the central controller. (This mode of operation is similar to the case of the TSN, where the CNC (Central network controller) acts as the central controller for TSN streams of the Ethernet domain.)
[image: ]
[bookmark: _Hlk529997035]Use of MAC learning and spanning tree protocol. The Ethernet network operates in a plug&play fashion without a central controller. As the hosts and the bridges are connected to the network, it configures itself. This includes the use of MAC learning and the use of a spanning tree protocol. The MAC learning ensures that a bridge learns that a given host is reachable on a given interface as soon as the bridge receives a frame with the given MAC address as the source. The use of spanning tree protocol sets up the active topology which is a tree topology all the time, i.e., loops are avoided. The most commonly used spanning tree protocol is the RSTP (Rapid Spanning Tree Protocol); this protocol is run by the bridges, which send BPDUs (Bridge Protocol Data Units) to each other. These BPDUs use reserved multicast address ranges, and networks need to appropriately forward these BPDUs. Note that the use of both MAC learning and the spanning tree protocol is essential to be used in combination; one does not work without the other. 
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Ethernet deployments are typically extended all the time; new hosts and new switches can be added as needed, implying topology updates. For 5G Ethernet support to be useful, it is essential to be compatible with IEEE Ethernet standards, interwork with existing deployments and allow Ethernet networks to be gradually expanded. 
4 Limitations of basic 5G Ethernet support
The current 5G standard defines basic Ethernet support in 23.501 sections 5.6.10.2 and 5.8.2.5. The basic Ethernet support allows operators to deploy native Ethernet PDU Sessions, and describes some of the bridging functionality in the UPF to enable basic Ethernet services. However, the currently specified basic Ethernet support needs to be used and deployed with care, considering that the 3GPP specifications do not require the full set of IEEE bridging functionality to be implemented in a UPF. Specifically, no spanning tree protocol support is required in the UPF, and MAC learning functionality is also not fully specified according to IEEE standards. Hence 5G Ethernet support needs to be deployed with care, and the deployments need to be verified on an individual basis. 
It is of primary importance for connectivity between IEEE Ethernet networks to ensure that the loop free topology is maintained. It has happened several times in the past (and will happen in the future as well) that unintended connections were established e.g., due to some failures and they have caused network down events. Therefore, Ethernet service provided by 5G networks must be ready to cope with additional links used to interconnect the same Ethernet domain (a.k.a. backdoor links). Below we give examples of loops with 5G Ethernet deployments; the 5G solution, with potential future enhancements, will need to be able to support such deployments. 
The first example shows that loops may be formed by connecting UPFs. Such connections may be realized e.g., by setting up N19 tunneling between the UPFs as defined by the 5G_LAN work, or by using other types of tunneling mechanisms which create a direct virtual link between the UPFs. 

[image: ]
The second example shows that loops may be formed even if there is no external Data Network which the UPFs connect to, but we have three or more UPFs that are connected with each other. 
[image: ]
The third example shows that loops may be formed by introducing “backdoor” links between a switch in a local network behind a UE and a switch in the external data network. 

[image: ]
The fourth example shows that loops may be formed by connecting switches behind different UEs.

[image: ]
Even though one could assume these scenarios are “forbidden”, in practice they will sooner or later occur. The 5G solution needs to be open to be extended for these types of deployments. 3GPP should not define solutions now that cannot be later extended for interworking with IEEE compatible Ethernet deployments, including the examples above.
Besides the loop avoidance, another specific case to consider is that in modern Ethernet networks, shared media interfaces between bridges are avoided, so that an Ethernet link cannot connect more than two bridges. As shown in the figure below, case (A) would correspond to shared media where a single interface of the bridge/endhost on the left connects to two bridges. Modern Ethernet networks avoid such shared media, as that slows down the convergence time of Ethernet control protocols (i.e., the spanning tree protocol) significantly, as described in IEEE 802.1Q, Section 13. Instead, if the bridge has two ports rather than just one, it can connect to the two bridges separately over those separate ports (B). If separate ports are not available, an interim bridge needs to be inserted to connect to the two bridges (C). 
 [image: ]
When we have switches behind the UEs in 5G deployments, we get shared media configurations as exemplified in the figure below. For Switch X in the figure it appears that switch A and switch B are both connected over a single link, implying shared media. As an effect, the convergence of the spanning tree protocol, which is in this case run over the 3GPP domain as well, may get significantly slower in the whole Ethernet network. In other words, the whole Ethernet network, even beyond the 3GPP domain, becomes much slower to react to any topology changes. 
[image: ]
5 Proposed way forward for 5G_LAN work 
5G_LAN work has defined mechanisms by which a central SMF can install filters for a 5G_VN for local switch, Nx forwarding or N6 forwarding. By the nature of the solution, this corresponds to the use of central controller in Ethernet networks. The central SMF can have a full knowledge of the 5G network topology, including the UPFs and the PDU sessions connected to those UPFs that participate in the 5G_VN, as well as the MAC addresses used on the PDU sessions by Ethernet hosts behind the UEs, as reported by the UPFs. Using this full knowledge, the SMF has the capacity and the knowledge to install the appropriate rules in the UPFs to set up the forwarding. 
In case 5G_VN is connected to an external Ethernet network, the SMF may not have information about the topology of the external Ethernet network. In such deployments, a possible deployment solution could be that the Ethernet network is limited to the 3GPP domain, and the external network is connected via IP routing through a gateway. I.e., the network connected via N6 and the local data networks behind the UEs are connected via IP routing rather than Ethernet bridging. Other network topologies may be addressed on a case by case basis in the deployments. 
It has been raised to add autonomous learning capabilities to the 5G_LAN solution. That would correspond to a mixed solution where forwarding rules configured by a central controller co-exist with MAC learning based rules. We propose not to specify such a mixed solution, similarly as such mixed solutions are also not supported in fixed IEEE deployments. In such mixed solutions it would become unclear who bears the responsibility for the proper forwarding rules given that central controller and autonomous learning affect the same forwarding tables. By defining such 3GPP specific solutions, we would risk standards compliant interworking with IEEE Ethernet networks. As discussed earlier, 5G Ethernet mechanisms must be open to be extended in the future for general deployments including arbitrary Ethernet topologies and topology changes. 3GPP should not develop Ethernet solutions to problems that are already handled in IEEE. The proper autonomous handling of Ethernet networks should be done according to the IEEE mechanisms of MAC learning used in combination with a spanning tree protocol. 
Therefore, we propose to study in future 3GPP releases how the use of IEEE compliant MAC learning and spanning tree support can be integrated into the 3GPP specifications and avoid partial and non-IEEE compliant solutions for autonomous learning in release 16. 

6 Proposals
[bookmark: _GoBack]Based on the discussion above, we conclude with the following proposals. These are captured in 23.501 in the accompanying CR S2-1905041.


Proposal 1: Clarify that ethernet networks must be loop free all the time. 
Proposal 2: Clarify that this release of the specification does not guarantee that the Ethernet network remains loop-free. Deployments need to be verified on an individual basis that loops in the Ethernet network are avoided.
Proposal 3: Clarify that this release of the specification does not guarantee that the Ethernet network properly and quickly reacts to topology changes. Deployments need to be verified on an individual basis how they react to topology changes.
Proposal 4: Clarify that for Ethernet traffic on 5G-VN, the SMF acts as a central controller which is responsible for setting up the forwarding rules in the UPFs so that it avoids forwarding loops and reacts to topology changes in the Ethernet network. 
Proposal 5: Clarify that for Ethernet traffic on 5G-VN, the SMF becomes aware of the MAC addresses in use by the UPF’s reporting of the MAC addresses. Local switching without SMF involvement is not specified for 5G-VNs.
Proposal 6: Clarify that for 5G-VNs SMF can guarantee the loop-free forwarding rules when it is aware of the full Ethernet topology. This may be the case e.g., when the Ethernet network is limited to single Ethernet hosts behind a PDU Session on the terminal side, and there is no external Ethernet network connected over N6, i.e., the Ethernet network is limited to the 3GPP domain. 
Proposal 7: Future releases should study how the use of MAC learning and spanning tree protocol can be integrated into 5G networks in a way that is compatible with IEEE Ethernet networks. 
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