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************** Change (all new) **************
[bookmark: _Toc532891976]Annex X (informative):
SCP Deployment ScenariosExample
[bookmark: _Toc525372804]X.1	Distributed deployment based on Service Mesh
This section describes aOne considered deployment examplearchitecture for the SCP is based on a distributed model in which SCP endpoints are co-located with 5GC functionality ( e.g. an NF, an NF Service, a subset thereof such as a microservice implementing part of an NF/NF service or a superset thereof such as a group of NFs, NF Services or microservices).
In this deployment examplearchitecture, when so required, service Service agent Agent(s) implementing necessary peripheral tasks (e.g. an SCP endpoint) can be co-located with 5GC functionality, as depicted in Figure X.1-1.


Figure X.1-1: 5GC dDeployment unit: 5GC functionality and co-located Service Agent(s) implementing peripheral tasks with service agents implementing 
If deployed as a service mesh, an SCP service Service agentAgent, i.e. a service communication proxy, is co-located with 5GC functionality and provides each deployed unit with indirect communication and indirect delegated discovery.
Figure X.1-2 shows an overview of the deployment scenario where an SCP is deployed as a service mesh. For SBI-based interactions with other 5GC functionalites, a consumer (5GC functionality A) communicates through its service Service agent Agent via SBI (1). Its service Service agent Agent selects a target producer based on the request and routes the request to the producer’s (5GC functionality B) service Service agentAgent (3). What routing and selection policies a service Service agent Agent applies for a given request is determined by routing and selection policies pushed by the service mesh controller (2). Information required by the service mesh controller may be pushed by the service Service agents Agents to the service mesh controller.
Deployments can choose whether the SCP manages registration and discovery for communication within the service mesh and/or whether it interacts with an external NRF for service exposure and communication across service mesh boundaries. Operator-defined policies may be additionally employed to generate the routing and selection policies to be used by the Service Agents.


Figure X.1-2: SCP Service mesh co-location with 5GC functionality
In this deployment architecture, as shown in Figure X.1-2, the SCP functionality (left) maps in a deployment (right) to an SCP control function (SCPC) and sidecars (SCPS) co-located with each functionality (A, B, NRF in this example). The SCP functionality is performed by the sidecar proxies, while the SCP control function ensures that the routing and selection policies are distributed to the deployed SCP sidecars. The SCP may manage registration and discovery for communication within the service mesh (4) or interact with an external NRF (5) for service exposure and communication across service mesh boundaries. Operator-defined policies (6) may be additionally employed to generate the routing and selection policies to be used by the service agents.
X.2	Communication across service mesh boundaries
It is a deployment aspect whether a single service mesh should cover all functionality within a given deployment or not. Furthermore, in cases of communication across the boundaries of a service mesh, the service mesh routing the outbound message may neither know whether the selected producer is in a service mesh or not nor the internal topology of the potential service mesh where the producer resides.
In such a deployment, as shown in Figure X.1-3, after producer selection is performed, routing policies on the ougoing service mesh need only be aware of the next hop.
Given a request sent by A (1), A’s Service Agent will perform producer selection based on the received request. If the selected producer endpoint is determined to be outside of Service Mesh 1, A’s Service Agent will route the request to the Egress Proxy (3). For a successful routing, the Egress Proxy must be able to determine the next hop of the request. In this case, this need be the Ingress Proxy of Service Mesh 2 (4). The Ingress proxyProxy of Service Mesh 2 is, based on the information in the received request and its routing policies, be able to determine the route for the request (5). Subsequently, D receives the request (6). No topology information need be exchanged between Service Mesh 1 and Service Mesh 2 besides a general routing rule towards Service Mesh 2 (e.g. a FQDN prefix) and an ingress Ingress proxy Proxy destination for requests targeting endpoints in Service Mesh 2.

 
Figure X.2-1: Message routing across service mesh boundaries
X.3	SCP Functionality
Depending on the set of SCP functionality deployed by the operator, the Service Agent may provide indirect communication with or without delegated discovery (Figure X.1-4). Whether dDiscovery/selection and routing are can be provided by one service Service agent Agent or by separate service Service agents Agents each respectively applying discovery/selection policies and routing policies is implementation-specific.


Figure X.3-1: SCP Service Agent functionalitydeployment examples: Indirect Communication and with Delegated Discovery (left) and Indirect Communication without Delegated Discovery (right).
************** End changes **************

image1.emf
5GC functionality

Service Agent 1: 

SCP endpoint

Service Agent N: 

other functionality

...

Unit of deployment for 

a 5GC functionality

5GC functionality (e.g. Npcf_AMPolicyControl)

Co-located Service Agents provide 5GC 

functionality with peripheral tasks such as: 

communications proxy (e.g. SCP endpoint), 

logging, configuration, ...


Microsoft_Visio-Zeichnung1.vsdx


5GC functionality
Service Agent 1: SCP endpoint
Service Agent N: other functionality
...
Unit of deployment for a 5GC functionality
5GC functionality (e.g. Npcf_AMPolicyControl)
Co-located Service Agents provide 5GC functionality with peripheral tasks such as: communications proxy (e.g. SCP endpoint), logging, configuration, ...



image2.emf
SCP

Legend:

5GC functionality B + Service Agent 5GC functionality A + Service Agent

5GC 

functionality A

Service 

Agent

Service 

Agent

Service Mesh 

controller

5GC 

functionality B

NRF

SBI SBI

Service Mesh 

components

Non-SCP 5GC 

functionality

Operator 

policies

Internal service 

registration/discovery

Nnrf


Microsoft_Visio-Zeichnung2.vsdx
SCP
Legend:
5GC functionality B + Service Agent
5GC functionality A + Service Agent
5GC functionality A
Service Agent
Service Agent
Service Mesh controller
5GC functionality B
NRF
SBI
SBI
Service Mesh components
Non-SCP 5GC functionality
Operator policies
Internal service registration/discovery
Nnrf



image3.emf
Service Mesh 2 Service Mesh 1

A

SCP

A‘s Service Agent

B B‘s Service Agent

C C‘s Service Agent

D‘s Service Agent

E‘s Service Agent

F‘s Service Agent

Egress 

Proxy

Ingress 

Proxy

D

E

F


Microsoft_Visio-Zeichnung3.vsdx
Service Mesh 2
Service Mesh 1
A
SCP
A‘s Service Agent
B
B‘s Service Agent
C
C‘s Service Agent
D‘s Service Agent
E‘s Service Agent
F‘s Service Agent
Egress Proxy
Ingress Proxy
D
E
F



image4.emf
Indirect Communication 

and Delegated Discovery

Deployed functionality

5GC functionality

Routing Service Agent

Discovery and Selection 

Service Agent

Deployed functionality

5GC functionality

Routing Service Agent

Indirect Communication 

without Delegated Discovery


Microsoft_Visio-Zeichnung4.vsdx
Indirect Communication and Delegated Discovery
Deployed functionality
5GC functionality
Routing Service Agent
Discovery and Selection Service Agent
Deployed functionality
5GC functionality
Routing Service Agent
Indirect Communication without Delegated Discovery



