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Abstract of the contribution: This paper proposes a way forward for QoS support for access to PLMN services via SNPN and vice versa.
1
Background
TS 23.501 contains the following Editor's notes.

Editor's note:
The need to support QoS differentiation for access to PLMN services via non-public networks is FFS.

Editor's note:
The need to support QoS differentiation for access to SNPN services via PLMN is FFS.

This paper discusses the solutions that have been proposed and suggests a way forward.
2
Discussion

2.1
Scenario
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Figure 1: UE's NAS instance 1 is registered with Network A, which provides IP connectivity for UE's NAS instance 2, which is registered with Network B via NWu.

The two Editor's notes quoted in the previous section can be generalized into the following scenario (see also Figure 1)

-
A UE runs two NAS stack instances:

-
NAS Instance 1 is registered with Network A, which provides the UE with IP access via NG-RAN

-
NAS Instance 2 is registered with Network B via NWu (i.e. an IPsec connection) terminating on the N3IWF of Network B.

-
Network B provides services, which require QoS differentiation.

and the following question: 

-
Whether and how to enable QoS differentiation in Network A for services provided by Network B?
2.2
Solutions
Two solutions have been discussed:
-
Solution 1 [1] proposes that the UE performs mapping from QoS flows established by Network B to QoS flows in Network A. In detail, solution 1 assumes that Network B will establish a separate IPsec Child SA for each QoS flow. Based on this, solution 1 proposes to have the UE request a QoS flow in Network A for each IPSec Child SA established between Network B and the UE. Solution 1 proposes to request the same 5QI in Network A as has been sent to the UE by Network B during IPsec Child SA establishment. Furthermore, solution 1 proposes to also establish a QoS flow in Network A for the IPSec Child SA for the NAS signalling towards Network B using some 5QI (no details are given as to which 5QI to use).

Solution 1 will typically require a Service Level Agreement (SLA) to be in place between both networks.
-
Solution 2 has been discussed at the SA2#131 meeting. The key idea is that Network A establishes QoS flows for IP traffic to/from the N3IWF of Network B, which is marked with specific DiffServ code points (DSCPs). It is worth mentioning that this relies on existing Rel-15 functionality: N3IWF can pass DSCPs to the UE per IPsec child SA, which the UE uses to mark uplink IPsec packets for that child SA. In downlink direction the N3IWF marks IPsec packets accordingly. Similarly as solution 1 this solution assumes that Network B will establish a separate IPsec Child SA for different QoS flows. Furthermore, this solution assumes that by SLA Network A and Network B agree on the DSCPs to use for different QoS flows.
2.3
Standards impact
Neither of the solutions require standards changes. Solution 2 relies entirely on configuration using Rel-15 functionality.
Solution 1 can also be implemented using existing functionality for the following reason.
As illustrated in section 2.1, NAS Instance 2 registers with Network B using a PDU session provided by NAS Instance 1. In other words, as depicted in Figure 2, 

-
NAS Instance 2 is acting as Terminal Equipment (TE) for NAS Instance 1, and 

-
NAS Instance 1 is acting as Mobile Termination (MT) for NAS Instance 2.
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Figure 2: Relationship between NAS Instance 1 and NAS Instance 2.

Interaction between TE and MT is enabled by AT commands [2]. As shown in Figure 3, solution 1 can be realized by two NAS instances interacting using AT commands:
-
NAS Instance 2 (e.g. PLMN registration) is aware of Network B's N3IWF IP address and is also aware of the Security Parameter Index (SPI) for each IPsec child SA established with Network B's N3IWF.

-
Based on this, NAS Instance 2 can command NAS Instance 1 (e.g. SNPN registration) to request PDU session modification with requested QoS for packets towards N3IWF IP address and matching SPI as received from N3IWF.
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Figure 3: Using AT commands, NAS Instance 2 (e.g. PLMN registration) commands NAS Instance 1 (e.g. SNPN registration) to request PDU session modification with requested QoS for packets towards N3IWF IP address and matching SPI X as received from N3IWF.

Observation 1: Neither Solution 1 nor Solution 2 have any standards impact but can be realized by network configuration and UE implementation using existing system functionality.

2.4
Open issues

Solution 1 and 2 have the following issue:
-
IPSec child SA needed per QoS flow: Both solutions assume that Network B (e.g. the PLMN) will establish IPSec child SAs per QoS flow. However, it is not obvious that this assumption will hold since for the typical untrusted non-3GPP access (WLAN) that N3IWF has been designed for, the benefits of using different IPsec child SAs are minor (WLAN QoS differentiation is rarely supported); furthermore, establishing IPsec child SAs per QoS flow also increases resource demand on N3IWF and UE.
In addition, solution 1 has the following issues:

Network A cannot verify UE's QoS request: Network A cannot verify the type of service and type of traffic the UE is requesting different QoS treatment for. Network A is only aware that the QoS request is for IPsec traffic towards some IP address. (Based on local configuration, Network A may potentially be able to indentify the IP address as the IP address of an N3IWF of Network B.) 

This means that a UE may request any type of QoS for any type of traffic without Network A being able to verify the UE request against the service the QoS is for. In other words, Network A is unable to take an informed policy decision.

-
Network's A QoS policies are not taken into account: Solution 1 proposes that the UE requests the same QoS in Network A as signaled in the IPsec child SA establishment (i.e. as has been established in Network B. However, Network A may prefer different QoS treatment (e.g. different 5QI) for the same type of service. It is not obvious how such differences in QoS policies can be realized by solution 1.

-
Selection of QoS for NAS signalling underspecified: Solution 1 proposes to also establish a QoS flow in Network A for the IPSec Child SA for the NAS signalling towards Network B; however, solution 1 does not describe which 5QI to use and how to consider policies of the serving Network A.

Solution 2 has one similar issue as Solution 1: even though in Solution 2 Network A establishes QoS flows for traffic destined to Network B's N3IWF, i.e. Network A can take its local policies into account, Network A cannot verify the underlying service of packets that the UE is marking with specific DSCPs. Or in other words, there is no way for Network A to verify whether DSCP markings are really related to a QoS flow that the UE has established with Network B.

Observation 2: Solution 1 has various open issues including that QoS policies of Network A are not taken into account and that the 5QI to request for the NAS signalling connection is unspecified. Both solutions have the drawback that they rely on Network B to establish IPsec child SAs for every QoS flow. More importantly, both have the drawback that Network A (e.g. an SNPN or PLMN) cannot verify the QoS request by a UE (regardless of whether it is an explicit QoS request as in solution 1 or indirectly by means of setting specific DSCPs as in Solution 2). It appears unlikely that SNPN or PLMN operators would grant QoS resources for requests that cannot be verified against a service that requires the requested QoS.
3
Proposal
This paper has made the following observations:

-
Observation 1: Neither Solution 1 nor Solution 2 have any standards impact but can be realized by network configuration and UE implementation using existing system functionality.

-
Observation 2: Solution 1 has various open issues including that QoS policies of Network A are not taken into account and that the 5QI to request for the NAS signalling connection is unspecified. Both solutions have the drawback that they rely on Network B to establish IPsec child SAs for every QoS flow. More importantly, both have the drawback that Network A (e.g. an SNPN or PLMN) cannot verify the QoS request by a UE (regardless of whether it is an explicit QoS request as in solution 1 or indirectly by means of setting specific DSCPs as in Solution 2). It appears unlikely that SNPN or PLMN operators would grant QoS resources for requests that cannot be verified against a service that requires the requested QoS.

In summary, while both solutions can be implemented and deployed without any standards impact, it appears unlikely that either of the two solutions would ever get deployed since the serving network (Network A) cannot verify the QoS request by the UE against a service that requires the requested QoS and therefore cannot take an informed policy decision.
Proposal: It is proposed to remove the Editor's notes listed above from TS 23.501 (see companion CR in S2-1903276) given that both solutions can be supported using existing system functionality. Furthermore, it is proposed to revisit solutions to support QoS for access to PLMN services via SNPNs (and vice) in the Rel-17 timeframe.
4
References

[1]
Vivo: "Introducing QoS differentiation for access to PLMN services via non-public networks and vice versa". S2-1902018.

[2]
3GPP TS 27.007: "AT command set for User Equipment (UE)".

3GPP



N1
UPF
N3
Network A registration (NAS MM instance 1 – Network A credentials)
N3
AMF
UPF
SMF
N2
AMF
SMF
N2
NG-RAN
Network B registration
(NAS MM instance 2 – Network B credentials)
N3IWF
N6
N6
NWu
N11
N4
N11
N4
N1
Network A (access)
Network B (services)
DN
UE



2. AT Command (PDU Session establishment (DNN=X)
6. AT Command (PDU Session modification (Requested QoS, packet filters (N3IWF IP address, SPI X)
0. NAS instance 1 registed with Network A
1. Trigger to access Network B services
3. PDU session establishment (DNN=A)
4. Registration procedure for untrusted non-3GPP access (Network B‘s N3IWF IP address)
5. PDU session establishment (DNN=B)
5'. IPSec Child SA establishment (SPI X)
4'. IPSec SA establishment
7. PDU session modification (Requested QoS, Packet Filters (N3IWF IP address, SPI X))
NAS Instance 2 
(Network B credentials)
NAS Instance 1 
(Network A credentials)
AMF 
(Network A)
SMF/UPF 
(Network A)
N3IWF
(Network B)
AMF 
(Network B)
SMF/UPF 
(Network B)



NAS Instance 1 (Network A credentials) – acts as MT for NAS Instance 2
NAS Instance 2 (Network B credentials) – acts as TE for NAS Instance 1



