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Abstract of the contribution: This contribution discusses the issues of 5G virtual bridge integration with TSN. We address the editor’s note in clause 5.28 of TS 23.501:
. 
1. Introduction
S2-1902897 “5GS logical TSN bridge management” has been agreed in SA2 #131 meeting, but some open issues and editor notes need be further discussed and resolved. 
“Editor's Note:	The granularity of the 5GS Bridge is FFS.”
“Editor’s Note: The details on the binding information in the UE is FFS.”
This paper discuss these aspects by considering the differen options for granularity of 5GS virtual bridges when integrating into TSN. 

[bookmark: _Toc423019950][bookmark: _Toc423020279][bookmark: _Toc423020296]2. Discussion
A 5GS virtual bridge should emulate the behavior of a TSN bridge in order to facilitate its integration with TSN system, and minimize the impact to other TSN entities (such as CNC, CUC, end-staions and other bridges).
Two aspects require special attention when we determine the granularity of the logical TSN bridge: multiple PDU sessions may be established from a UE to different UPFs; and that Ethernet shared media is to be avoided. 
Multiple PDU sessions from a UE to TSN network via different UPFs may be established for redundant traffic transmission, as defined in the URLLC work. In order to facilitate the establishment of redundant paths, the different UPFs should also be visible for the TSN network so that the TSN network is aware of which paths are disjoint. Note also that multiple PDU sessions to different UPFs may also be established for other reasons such as traffic isolation. 
In modern Ethernet networks, shared media interfaces are avoided, so that an Ethernet link always connects two bridges or an endhost and a bridge. As shown in the figure below, case (A) would correspond to shared media where a single interface of the bridge/endhost on the left connects to two bridges. Modern Ethernet networks avoid such shared media, as that slows down the convergence time of Ethernet control protocols significantly. Instead, if the bridge/endhost has two ports, it can connect to the two bridges separately over those separate ports (B). If separate ports are not available, an interim bridge needs to be inserted to connect to the two bridges (C); note that the interim bridge may be also realized as a virtual entity. For the 5G system’s TSN model, it is important to be compatible with modern Ethernet networks and avoid shared Ethernet media. 
 [image: ]


3. Granularity of 5G bridges for TSN integration
TR 23.734 Solution #8 provides an option for 5G system appearing as a TSN bridge (black box) for integration with TSN, as described in section 6.8. However, solution #8 only illustrated the scenarios of single UE, via a UPF connected to TSN. Further study is required to clarify the modelling of 5G virtual bridges when multiple UEs and multiple UPFs are serving for TSN, with the possibility that a single UE has multiple PDU sessions to different UPFs. Following 4 options are analysed for different granularity of 5G virtual bridge.
Option 1: Single virtual bridge including all UEs and UPFs.
[bookmark: OLE_LINK5]All UEs and UPFs serving for the specific TSN are grouped into a single virtual bridge. The bridge ID can be assigned by mobile operator or TSN operator. The capabilities of each port in UEs and UPFs are integrated as parts of the configuration of the 5G virtual bridge, which is notified to TSN AF and delivered to CNC for TSN bridge registration and modification. Any event of PDU session establishment/release may cause the reconfiguration of the 5G virtual bridge ports. 
[bookmark: OLE_LINK6][bookmark: OLE_LINK9]Multiple PDU sessions from a UE to TSN network via different UPFs may be established for redundant traffic transmission or for traffic isolation. The figure below illustrates this model. As the whole 5G system is represented in the Ethernet network as a single bridge, as a consequence the 5G system would have to behave like a single bridge, and be able to switch Ethernet frames between any of its ports. This requires co-ordination between the UPFs, which is indicated with the red line in the figure. It may happen that traffic (including broadcast and multicast traffic besides unicast traffic) may need to be forwarded between the UPFs, because the single bridge model implies that e.g., an incoming frame to one UPF may need to be switched to one of the UEs connected to another UPF, depending on the dynamically changing Ethernet switching rules. It may also happen that some Ethernet control protocols (e.g., for neighbour discovery, spanning tree, link aggregation) would have to be run in such a way that the control state is harmonized between the UPFs. In other words, the Ethernet functionality, both for Ethernet user plane and for Ethernet control signaling, would need to be co-ordinated between the UPFs. Note that this harmonization is for Ethernet functionality that is not within 3GPP scope. 
There is currently no standardized way to realize a single logical Ethernet switch out of multiple distributed UPFs. Therefore, this options may be suited either for single-UPF deployments, or for single-vendor UPF deployments. 
On the terminal side, the PDU sessions may correspond to physical UE ports as shown in the figure below. However, in case the UE has only a single interface to the TSN Bridge/end station but sets up two PDU sessions, the UE would need to have a mapping function to map the uplink traffic into one of the PDU sessions. Currently there is no standardized way for the network to control the mapping of the traffic between the multiple PDU sessions within the terminal (URSP rules can help the mapping during PDU Session establishment, but once the PDU sessions are established, there is no way to dynamically change from the network how the PDU sessions are selected for given traffic flows, even though a single virtual bridge may need to switch traffic to any of the outgoing ports on one of the UPFs based on Ethernet switching rules, and for that switching the UE’s mapping of traffic to different PDU sessions may need to be affected).

[image: ]
Figure 1. option1: the whole 5G system modelled as one TSN bridge

[bookmark: OLE_LINK7][bookmark: OLE_LINK8]Option 2: Per UPF based 5G virtual bridge.
[bookmark: OLE_LINK10]All PDU Sessions which connect to a specific UPF are grouped into a single virtual bridge. TSN AF may bind the bridge ID with the UPF ID. The capabilities of each port in UEs and UPF are integrated as parts of the configuration of the 5G virtual bridge, which is notified to TSN AF and delivered to CNC for TSN bridge registration and modification. 
Multiple PDU sessions from a UE to TSN via different UPFs may be established for redundant traffic transmission or for traffic isolation. In this scenario, a UE configured with multiple PDU sessions to different UPFs is shared by different virtual bridges. Each UE port (associated with a PDU session) belongs to one virtual bridge. 
As this option exposes a separate virtual bridge for each UPF, there is no need for inter-UPF co-ordination of switching functionality; each UPF can implement Ethernet switching on its own. The figure below shows this option. 


[image: ]
Figure 2a. option2: per UPF based virtual bridge
In the special case when a UE has two PDU sessions to different UPFs, and the TSN Bridge/Endhost connects to the 5G system over a single interface, then we would need an interim bridge to be inserted to avoid using a shared Ethernet media, as shown in the figure below. Note that such an interim bridge is only needed in special cases (i.e., multiple PDU sessions to different UPFs, and there is just a single interface from the TSN Bridge/Endhost). Note also that the interim bridge does not necessarily correspond to a physical switch; it may be realized as a virtual bridge that may be co-located e.g., with the terminal device. The functionality of this interim bridge is outside of 3GPP scope, and it may be configured via Ethernet configuration methods. 

[image: ]
Figure 2b. option2: per UPF based virtual bridge

Option 3: Per UE based 5G virtual bridge.
[bookmark: OLE_LINK11]Each UE that has one or more PDU sessions to a specific TSN, is treated as a TSN bridge. TSN AF may bind the bridge ID with the UE ID (such as GPSI). The end points of each PDU sessions (in UE and UPF) is binding as virtual ports of the TSN bridge. Multiple PDU sessions from a UE to TSN via different UPFs may be established for redundant traffic transmission or for traffic isolation. In this scenarios, a TSN bridge may span multiple UPFs. The virtual ports in UE and UPF are associated with PDU sessions. 
A single UPF may serve lots of UEs, and hence a single UPF may be shared between lots of virtual TSN bridges. In case the UPF only has a single interface to the TSN network – which may be a typical scenario, - then we need to apply an Interim bridge on the UPF side to avoid a shared Ethernet media. Note that this interim switch may be a virtual one, and its behaviour and configuration is outside of 3GPP scope. 

[image: ]
Figure 3. option3: per UE based 5G virtual bridge

Option 4: Per PDU Session based 5G virtual bridge.
Each PDU sessions from a UE to a specific TSN, is treated as a TSN bridge. TSN AF may bind the bridge ID with the UE ID & PDU Session ID. The end points of each PDU sessions (in UE/TT and UPF//TT) is binding as a virtual port of the TSN bridge. The TSN bridges are in this case simple two-port relays. 
Multiple PDU sessions from a UE to TSN via different UPFs may be established for redundant traffic transmission or for traffic isolation. In this scenarios, a UE and a UPF may span multiple TSN bridges. The virtual ports in UE and UPF are strictly associated with PDU sessions. Interim switch needs to be applied on both UE side and UPF side to avoid shared Ethernet media in case a single interface would need to connect to multiple bridges.

[image: ]
Figure 4. option4: per PDU session based 5G virtual bridge


4.	Evaluation 
Options 3 and 4 introduces a high number of virtual bridges into the system without apparent benefits; and they also imply the additional configuration of interim bridges on the UPF side that increase the complexity unnecessarily; hence we propose to avoid options 3 and 4. 
Option 1 requires the UPFs to harmonize the switching functionality for both Ethernet user plane and control plane, which is most suitable for single-vendor UPF deployments. Option 1 would imply extra complexity for the network to dynamically control the mapping of traffic to one of the PDU sessions depending on Ethernet switching functionality in case there is more than one PDU Sessions in a UE. Furthermore, option 1 hides the individual UPFs from the TSN System which is a disadvantage in case redundancy is applied.
Option 2 has the benefit that it does not require co-ordination of Ethernet switching between UPFs, and it also exposes the individual UPFs to the TSN system which helps redundant user plane setup. 
Option 2 needs a logical interim bridge in case multiple PDU sessions are set up from a UE and there is only a single interface towards the terminal; however that impact is limited to special cases only and can be addressed by the Ethernet configuration which does not affect 3GPP standardization. 

[bookmark: _Hlk529997035]
5. Proposals
Based on the discussion above, we propose to adopt the following proposals. 
[bookmark: _Toc423020280]Proposal 1: Adopt option 2: “Per UPF based virtual bridge” as the recommended granularity of 5G virtual bridge. 
Proposal 2: Based on option 2, the bridge ID serving a TSN can be explicitly bound with UPF ID.
Proposal 3: The TSN AF binds the TSN ports with PDU sessions on the UE side, and binds TSN ports with physical UPF/TT ports in UPF side. 

[bookmark: _GoBack]CR in S2-1903366 incorporates the proposals in TS 23.501.
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