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Abstract of the contribution: This contribution analyse the existing options for TSN time synchronization and gives the conclusion proposal.
1. Discussion
For Key issue #3.2: Time synchronization aspect, there are 6 options, which can be categorized into 2 classes.
· Class1) Conveying timing to the UE: Solution #11 Option 2 : 
· Conveying timing to the UE that act as boundary master clocks towards connected TSN device via 5G specific signalling, e.g. via 5G broadcast/5G unicast frame structure. This option does not use UE specific 802.1AS messages.
· Class2) Transparently conveying external PTP message(802.1AS message) in the user plane to the UE and  Assuming all 5GS node are synchronized based on the internal 5GS GM :
· Solution #11 Option 1: Transport of 802.1AS messages over the 5G system to convey timing to the UE.
· Solution #11 Option 3: Only TT needs to support the IEEE 802.1AS operations. 
· Solution #11 Option 4: Multiple time domains merged into one domain using 5G clock.
· Solution #19: Adding the timestamp in GTP-U and PDCP based the 5GS clock.
· Solution #28: 5GS acts as transparent clock and makes proper “correctionField” in PTP message header with the measured residence time, which is calculated based on QoS delay budeget (28.1) or the added egress or ingress timestamp according to the 5GS clock (28.2).
Options in class2 are based on PTP message, according to the 802.1AS specification [1] as also quoted in the 4 Annex, each node corrects the time information in the PTP sync message by using the transmission delay between the transmission node (i.e. “peer delay initiator”) and the reception node. The transmission/propagation delay from the transmission node and the reception node is calculated by sending the Pdelay_Req, Pdelay_Resp and Pdelay_Resp_Follow_Up message between the transmission node and the reception node. After the calculation of the propagation delay, the transmission node sends the sync message including the propagation delay correction to the reception node. Then the reception node corrects the time information based on the time information included in the sync message.

As quoted in the 4 Annex, the calculation of the propagation delay is based on the assumption that the transmission delay of the Pdelay_Req message and the transmission delay of the Pdelay_Resp and Pdelay_Resp_Follow_Up message are equal. However the Uu interface transmission delay between the uplink and the downlink is different at any point of time. Then the calculated delay (including the Uu transmission) according the 802.1AS specification is not correct.

Observation1: The propagation delay calculated via the 802.1AS may not be correct as the Uu interface transmission delay between the uplink and the downlink can be different at any point of time.

When the transmission node sends the sync message to the reception node, the transmission/propagation delay could also be changed in the Uu interface. Then the previous calculated propagation delay cannot be used to correct the time information in the sync message.

Observation2: The previous calculated propagation delay cannot be used to correct the time information in the subsequent PTP message, as the Uu interface transmission delay for each PDU could be changed at any point of time.

Given observations above, we consider that solution#11 option1 and solution#11 option3 could have some feasibility issue due to the uncertain Uu transmission delay.
Proposal1: Solution#11 option1 and solution#11 option3 are not preferred.

According to LS R2-1902369, RAN2 has the initial discussion, solution#19 and Solution#28.1 are not preferred
	Additionally, RAN2 would prefer that the User Plane AS protocol stack does not need to interpret/understand information inside (g)PTP packet. Solution #19 is not preferred since it seems to have significant impact due to (g)PTP time-stamping in the User Plane AS protocol stack. On the other hand, Solution #28.X2, Solution #11 Option 2, Solution #11 Option 3 and Solution #11 Option 4 can be candidate solutions from RAN2 perspective, assuming that for each solution (g)PTP timestamping (if any) is done outside the User Plane AS protocol stack. 


Proposal2: Solution#19 and Solution#28.1 are not preferred.
Solution28.2 requires explicit signaling of ingress or egress timestamps for measuring the residence time of each PTP message. Methods for signaling the ingress or egress timestamp in Solution #28.2 are as follows:
	· 
Signalling Method 1: Directly concatenating the ingress/egress timestamp with the original PTP message to form a PDU packet which can be delivered between UE and UPF within a PDU session.

· Signalling Method 2: Generating an extra PDU following the PDU carrying PTP message.

· Signalling Method 3: Considering to utilize the optional field of GTP header and dedicated PDCP SDU.
· Signalling Method 4: Utilize the reserved fields of the PTP message header to carry the ingress/egress timestamp.


Method3 is as the same as solution19, which is not preferred as well. 
In Method2, the extra PDU’s delay is not exactly equal to the PTP message delay in 5GS since the delay over Uu changes for each PDU(as stated in Observation2), which cannot satisfiy the high precision synchronization requirement. 
Method1 and Method4 is the enhancement in the PTP protocal layer and have no RAN impact. But Method1 and Method4 impact on the UE and UPF to supprt the enhanced PTP handling. 
Proposal3: Signalling Method 2&3 in Solution#28.2 are not preferred.
In hence, the two leftover options are as follows :
	
	Solution#11option2
	Solution#28.2

	Pros
	Can be applied to mutiple external synchronization protocol, e.g. (g)PTP(802.1AS), GPS between the NG RAN and extenal GM.
	Method1 & Method4 have no RAN impact


	Cons
	RAN impact 
	Can only be applied for (g)PTP, the other external synchronization protocols cannot be applied.
Method1 & Method4 have impacts on  UE and UPF

Method2 has feasiblity issue.

Method3 is as the same as solution19 and is not preferred by RAN.


By now, RAN has agreed a WID Support of NR Industrial Internet of Things (IoT) [3] to specify accurate reference timing delivery from gNB to UE using broadcast and unicast RRC signalling (with EUTRA Rel-15 signalling solution as baseline) for synchronization requirements defined in TS 22.104) [RAN2]. It seems Solution#11option2 has already been captured in the RAN scope. So it doesn’t need to consider the second choice.
Proposal4: It is proposed to conclude solution#11 option2 as the basis for the issue of TSN time synchronization. 
2. Conclusion
Observation1: The propagation delay calculated via the 802.1AS may not be correct as the Uu interface transmission delay between the uplink and the downlink can be different at any point of time.

Observation2: The previous calculated propagation delay cannot be used to correct the time information in the subsequent PTP message, as the Uu interface transmission delay for each PDU could be changed at any point of time.

Proposal1: Solution#11 option1 and solution#11 option3 are not preferred.

Proposal2: Solution#19 and Solution #28.1 are not preferred.
Proposal3: Signalling Method 2&3 in Solution#28.2 are not preferred.
Proposal4: It is proposed to conclude solution#11 option2 as the basis for the issue of TSN time synchronization. 
3 Reference

[1] IEEE Standards Association, “Timing and Synchronization for Time-Sensitive Applications in Bridged Local Area Networks”, IEEE Std 802.1AS™-2011.

[2] LS in, S2-1903051/R2-1902369, “Reply LS on RAN Impact analysis due to TSN”.

[3] RP-190728 New WID: Support of NR Industrial Internet of Things (IoT)

4 Annex

The following texts are extracted from “IEEE Std 802.1AS™-2011” [1]:
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Figure 11-1—Propagation delay measurement using peer delay mechanism
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‘mean propagation delay as shown in Equation (11-1):
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where D is the measured mean propagation delay and the other quantities are defined in Figure 11-1.






