SA WG2 Temporary Document

Page 1

SA WG2 Meeting #131
S2-1901948
25 February – 1 March, 2019, Tenerife, Spain            
Source:
Apple
Title:
MPTCP Proxy and Performance
Document for:
Decision
Agenda Item:
6.8
Work Item / Release:
ATSSS / Rel-16
Abstract of the contribution: This paper provides data on SOCKS MPTCP Proxy used by smartphones. It highlights the impact SOCKSv5 MPTCP proxy has on Time To First Byte, and the importance in choosing a faster alternative such as the Transport Converter [3]. This paper makes a proposal on the Transport Converter as the sole MPTCP Proxy type defined for ATSSS in this release.
1.
Discussion
At SA2#130, Apple presented S2-1900409 discussion paper regarding comparisons between SOCKSv5 [2] and the Transport Converter [3], in the context of MPTCP proxy types for ATSSS in Rel-16. That discussion paper, along with the corresponding CR in S2-1900418, proposed for the Transport Converter to be the sole type of MPTCP Proxy for this release. SOCKSv5 MPTCP Proxy was excluded from the list due to its impact on Time To First Byte (TTFB). Several companies objected to this during that meeting, and wanted to keep SOCKSv5 MPTCP Proxy as an alternative proxy type.
The intent of this paper is to provide actual data on the performance impact of SOCKSv5 MPTCP Proxy when utilized by smartphones. This should help to guide SA2 in making their decision for this release.
In the following sections, we describe the test methodologies and environments, followed by presenting the measurement results. All of this data was kindly provided to us by the authors of [4], [5] and [6].
1.1 Setup
The setup used throughout the experiments involves MPTCP-capable smartphones that are configured to relay all of their connections to a ShadowSocks proxy agent running locally. This agent then establishes MPTCP connections to a remote MPTCP-capable ShadowSocks proxy server, over both cellular and Wi-Fi networks. This proxy server then establishes regular TCP connections to the final destination servers.
The authors chose ShadowSocks in their experiments since it models, to some extent, the way SOCKS proxy is deployed [4]. ShadowSocks, however, uses non-standard protocol that is incompatible with SOCKS. The use of ShadowSocks on both endpoints allowed them to skip certain things such as the authentication phase, which was deemed acceptable as their experiments were focused on MPTCP itself.
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Figure 1.1-1: MPTCP Proxy Testbed
For the context of this discussion paper, the use of ShadowSocks on both endpoints is immaterial. The model used during the experiments directly applies to the way SOCKS Proxy is being proposed for ATSSS, and thus for all intent and purposes SOCKS client and server terminologies should still apply. The testbed shown in Figure 1.1-1 reflects this.
1.2
Methodologies
The SOCKS proxy server is configured to trace packets. Using the packet timestamps, two sets of data were produced:
1. The time to establish the connection with the SOCKS Proxy, defined as:

> tcp.SYN

→ start
< tcp.SYN+ACK

→ stop
2. The Time To First Byte (TTFB) from the server contacted by the SOCKS Proxy, defined as:

> tcp.SYN

→ start
< tcp.SYN+ACK
> tcp.ACK
> ShadowSOCKS.Req (IP+Port)
< tcp.ACK

→ stop
Because SOCKSv5 needs approximately 3 RTTs in addition to the one for TCP, we can safely state that TTFB value derived from (2) above can be multiplied by 2 (for a total of 4 RTTs). As a reference, the actual SOCKS proxy connection setup flow is shown below in Figure 1.2-1. 
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Figure 1.2-1: Establishment of a TCP connection through a SOCKS proxy

By substituting the SOCKS Proxy with the Transport Converter, we can also safely state that the TTFB for Transport Converter can be derived from (1) above, given that it provides a 0-RTT mechanism for sending the server information (IP address and port) in the TCP SYN payload. This allows us to create a model to compare the TTFB performance of the Transport Converter versus SOCKSv5 MPTCP Proxy, as shown in the next section.
1.3
Results
Figure 1.3-1 below depicts the Cumulative Distribution Function (CDF) plot of data coming from over 30,900 connections. Using the model defined from the previous section, we can see that the TTFB performance difference between the two proxies might be significant, especially on live networks with varying conditions. The extra round-trips taken by SOCKSv5 handshake amplifies the TTFB delay, as SOCKSv5 may take up to 4 RTTs (versus 1 RTT in the Transport Converter case) before user data can be exchanged.
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Figure 1.3-1: CDF for TTFB between Transport Converter and SOCKSv5 Proxy
Figure 1.3-2 below depicts the time to exchange SOCKSv5 commands between the client and SOCKS Proxy. It is interesting to note that the last 15% of the connections have RTTs higher than 50ms, thus delaying TTFB by a minimum of 150ms due to SOCKSv5 protocol. For the last 5%, the minimum is 450ms!
[image: image4.png]% of connections

Cumulative Distribution Functions for Delay Due To SOCKSv5

1.0 A

0.8

0.6 -

0.4 -

0.2

0.0 -

—— Time to exchange SOCKSv5 commands (+3 RTTs)

0.0

0.2

0.4

0.6 0.8 1.0 1.2 1.4
Time in seconds

1.6




Figure 1.3-1: CDF for TTFB between Transport Converter and SOCKSv5 Proxy

2.
Proposal
Based on the data presented, this paper proposes that the Transport Converter [3] proxy type be defined as the sole MPTCP Proxy type in Rel-16 for ATSSS.
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