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**************** First Change ****************
[bookmark: _3.1_Definitions][bookmark: _Toc524945831]3.1	Definitions
For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].
5G Access Network: An access network comprising a NG-RAN and/or non-3GPP AN connecting to a 5G Core Network.
5G Core Network: The core network specified in the present document. It connects to a 5G Access Network.
5G QoS Flow: The finest granularity for QoS forwarding treatment in the 5G System. All traffic mapped to the same 5G QoS Flow receive the same forwarding treatment (e.g. scheduling policy, queue management policy, rate shaping policy, RLC configuration, etc.). Providing different QoS forwarding treatment requires separate 5G QoS Flow.
5G QoS Identifier: A scalar that is used as a reference to a specific QoS forwarding behaviour (e.g. packet loss rate, packet delay budget) to be provided to a 5G QoS Flow. This may be implemented in the access network by the 5QI referencing node specific parameters that control the QoS forwarding treatment (e.g. scheduling weights, admission thresholds, queue management thresholds, link layer protocol configuration, etc.).
5G System: 3GPP system consisting of 5G Access Network (AN), 5G Core Network and UE.
Allowed NSSAI: NSSAI provided by the Serving PLMN during e.g. a Registration procedure, indicating the S-NSSAIs values the UE could use in the Serving PLMN for the current registration area.
Allowed Area: Area where the UE is allowed to initiate communication as specified in clause 5.3.2.3.
AMF Region: An AMF Region consists of one or multiple AMF Sets.
AMF Set: An AMF Set consists of some AMFs that serve a given area and Network Slice(s). AMF Set is unique within an AMF Region and it comprises of AMFs that support the same Network Slice(s). Multiple AMF Sets may be defined per AMF Region.
Application identifier: An identifier that can be mapped to a specific application traffic detection rule.
AUSF Group ID: This refers to one or more AUSF instances managing a specific set of SUPIs.
Configured NSSAI: NSSAI provisioned in the UE applicable to one or more PLMNs.
Delegated Discovery: This refers to delegating the discovery and associated selection of NF instances or NF service instances to an SCP. 
Direct Communication: This refers to the communication between NFs or NF services without using an SCP.
DN Access Identifier (DNAI): Identifier of a user plane access to one or more DN(s) where applications are deployed.
Emergency Registered: A UE is considered Emergency Registered over an Access Type in a PLMN when in limited service state and registered for emergency services only over this Access Type in this PLMN.
Endpoint Address: An address used by a NF service consumer to access the NF service (i.e. to invoke service operations) provided by a NF service provider. An Endpoint Address is represented in the syntax of Uniform Resource Identifier (e.g. part of Resource URI of the NF service API).
Expected UE Behaviour: Set of parameters provisioned by an external party to 5G network functions on the foreseen or expected UE behaviour, see clause 5.20.
Forbidden Area: An area where the UE is not allowed to initiate communication as specified in clause 5.3.2.3.
GBR QoS Flow: A QoS Flow using the GBR resource type or the Delay-critical GBR resource type and requiring guaranteed flow bit rate.
Indirect Communication: This refers to the communication between NFs or NF services using an SCP.
Initial Registration: UE registration in RM-DEREGISTERED state as specified in clause 5.3.2.
Local Area Data Network: a DN that is accessible by the UE only in specific locations, that provides connectivity to a specific DNN, and whose availability is provided to the UE.
Local Break Out (LBO): Roaming scenario for a PDU Session where the PDU Session Anchor and its controlling SMF are located in the serving PLMN (VPLMN).
Mobility Pattern: Network concept of determining within the AMF the UE mobility parameters as specified in clause 5.3.2.4.
Mobility Registration Update: UE re-registration when entering new TA outside the TAI List as specified in clause 5.3.2.
MPS-subscribed UE: A UE having a USIM with MPS subscription.
NGAP UE association: The logical per UE association between a 5G-AN node and an AMF.
NGAP UE-TNLA-binding: The binding between a NGAP UE association and a specific TNL association for a given UE.
Network Function: A 3GPP adopted or 3GPP defined processing function in a network, which has defined functional behaviour and 3GPP defined interfaces.
NOTE 2:	A network function can be implemented either as a network element on a dedicated hardware, as a software instance running on a dedicated hardware, or as a virtualised function instantiated on an appropriate platform, e.g. on a cloud infrastructure.
Network Instance: Information identifying a domain. Used by the UPF for traffic detection and routing.
Network Slice: A logical network that provides specific network capabilities and network characteristics.
Network Slice instance: A set of Network Function instances and the required resources (e.g. compute, storage and networking resources) which form a deployed Network Slice.
Non-GBR QoS Flow: A QoS Flow using the Non-GBR resource type and not requiring guaranteed flow bit rate.
NSI ID: an identifier for a Network Slice instance.
NF instance: an identifiable instance of the NF.
NF service: a functionality exposed by a NF through a service based interface and consumed by other authorized NFs.
NF service instance: an identifiable instance of the NF service.
NF service operation: An elementary unit a NF service is composed of.
NG-RAN: A radio access network that supports one or more of the following options with the common characteristics that it connects to 5GC:
1)	Standalone New Radio.
2)	New Radio is the anchor with E-UTRA extensions.
3)	Standalone E-UTRA.
4)	E-UTRA is the anchor with New Radio extensions.
Non-Allowed area: Area where the UE is allowed to initiate Registration procedure but no other communication as specified in clause 5.3.2.3.
Non-Seamless Non-3GPP offload: The offload of user plane traffic via non-3GPP access without traversing either N3IWF or UPF.
PDU Connectivity Service: A service that provides exchange of PDUs between a UE and a Data Network.
PDU Session: Association between the UE and a Data Network that provides a PDU connectivity service.
PDU Session Type: The type of PDU Session which can be IPv4, IPv6, IPv4v6, Ethernet or Unstructured.
Periodic Registration Update: UE re-registration at expiry of periodic registration timer as specified in clause 5.3.2.
(Radio) Access Network: See 5G Access Network.
Requested NSSAI: NSSAI provided by the UE to the Serving PLMN during registration.
Service based interface: It represents how a set of services is provided/exposed by a given NF.
Service Continuity: The uninterrupted user experience of a service, including the cases where the IP address and/or anchoring point change.
Service Data Flow Filter: A set of packet flow header parameter values/ranges used to identify one or more of the packet (IP or Ethernet) flows constituting a Service Data Flow.
Service Data Flow Template: The set of Service Data Flow filters in a policy rule or an application identifier in a policy rule referring to an application detection filter, required for defining a Service Data Flow.
Session Continuity: The continuity of a PDU Session. For PDU Session of IPv4 or IPv6 or IPv4v6 type "session continuity" implies that the IP address is preserved for the lifetime of the PDU Session.
Subscribed S-NSSAI: S-NSSAI based on subscriber information, which a UE is subscribed to use in a PLMN
UDM Group ID: This refers to one or more UDM instances managing a specific set of SUPIs.
UDR Group ID: This refers to one or more UDR instances managing a specific set of SUPIs.
UPF Service Area: The area within which PDU Session associated with the UPF can be served by (R)AN nodes via a N3 interface between the (R)AN and the UPF without need to add a new UPF in between or to remove/re-allocate the UPF.
Uplink Classifier: UPF functionality that aims at diverting Uplink traffic, based on filter rules provided by SMF, towards Data Network.
************** Next Change **************
[bookmark: _3.2_Abbreviations][bookmark: _Toc532891519]3.2	Abbreviations
For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].
5GC	5G Core Network
5GS	5G System
5G-AN	5G Access Network
5G-EIR	5G-Equipment Identity Register
5G-GUTI	5G Globally Unique Temporary Identifier
5G-S-TMSI	5G S-Temporary Mobile Subscription Identifier
5QI	5G QoS Identifier
AF	Application Function
AMF	Access and Mobility Management Function
AS	Access Stratum
AUSF	Authentication Server Function
BSF	Binding Support Function
CAPIF	Common API Framework for 3GPP northbound APIs
CP	Control Plane
DL	Downlink
DN	Data Network
DNAI	DN Access Identifier
DNN	Data Network Name
DRX	Discontinuous Reception
ePDG	evolved Packet Data Gateway
EBI	EPS Bearer Identity
FAR	Forwarding Action Rule
FQDN	Fully Qualified Domain Name
GFBR	Guaranteed Flow Bit Rate
GMLC	Gateway Mobile Location Centre
GPSI	Generic Public Subscription Identifier
GUAMI	Globally Unique AMF Identifier
HR	Home Routed (roaming)
LADN	Local Area Data Network
LBO	Local Break Out (roaming)
LMF	Location Management Function
LRF	Location Retrieval Function
MCX	Mission Critical Service
MDBV	Maximum Data Burst Volume
MFBR	Maximum Flow Bit Rate
MICO	Mobile Initiated Connection Only
MPS	Multimedia Priority Service
N3IWF	Non-3GPP InterWorking Function
NAI	Network Access Identifier
NEF	Network Exposure Function
NF	Network Function
NGAP	Next Generation Application Protocol
NR	New Radio
NRF	Network Repository Function
NSI ID	Network Slice Instance Identifier
NSSAI	Network Slice Selection Assistance Information
NSSF	Network Slice Selection Function
NSSP	Network Slice Selection Policy
NWDAF	Network Data Analytics Function
PCF	Policy Control Function
PDR	Packet Detection Rule
PEI	Permanent Equipment Identifier
PER	Packet Error Rate
PFD	Packet Flow Description
PPD	Paging Policy Differentiation
PPF	Paging Proceed Flag
PPI	Paging Policy Indicator
PSA	PDU Session Anchor
QFI	QoS Flow Identifier
QoE	Quality of Experience
(R)AN	(Radio) Access Network
RQA	Reflective QoS Attribute
RQI	Reflective QoS Indication
SA NR	Standalone New Radio
SBA	Service Based Architecture
SBI	Service Based Interface
SCP	Service Communication Proxy
SD	Slice Differentiator
SEAF	Security Anchor Functionality
SEPP	Security Edge Protection Proxy
SMF	Session Management Function
SMSF	Short Message Service Function
SN	Sequence Number
S-NSSAI	Single Network Slice Selection Assistance Information
SSC	Session and Service Continuity
SSCMSP	Session and Service Continuity Mode Selection Policy
SST	Slice/Service Type
SUCI	Subscription Concealed Identifier
SUPI	Subscription Permanent Identifier
TNL	Transport Network Layer
TNLA	Transport Network Layer Association
TSP	Traffic Steering Policy
UDM	Unified Data Management
UDR	Unified Data Repository
UDSF	Unstructured Data Storage Function
UL	Uplink
UL CL	Uplink Classifier
UPF	User Plane Function
URRP-AMF	UE Reachability Request Parameter for AMF
URSP	UE Route Selection Policy
VID	VLAN Identifier
VLAN	Virtual Local Area Network
************** Next Change **************
[bookmark: _4.1_General_concepts][bookmark: _Toc532891521]4.1	General concepts
The 5G System architecture is defined to support data connectivity and services enabling deployments to use techniques such as e.g. Network Function Virtualization and Software Defined Networking. The 5G System architecture shall leverage service-based interactions between Control Plane (CP) Network Functions where identified. Some key principles and concept are to:
-	Separate the User Plane (UP) functions from the Control Plane (CP) functions, allowing independent scalability, evolution and flexible deployments e.g. centralized location or distributed (remote) location.
-	Modularize the function design, e.g. to enable flexible and efficient network slicing.
-	Wherever applicable, define procedures (i.e. the set of interactions between network functions) as services, so that their re-use is possible.
-	Enable each Network Function and its Network Function Services to interact with other NF and its Network Function Services directly or indirectly via a Service Communication Proxy if required. The architecture does not preclude the use of another intermediate function to help route Control Plane messages (e.g. like a DRA).
-	Minimize dependencies between the Access Network (AN) and the Core Network (CN). The architecture is defined with a converged core network with a common AN - CN interface which integrates different Access Types e.g. 3GPP access and non-3GPP access.
-	Support a unified authentication framework.
-	Support "stateless" NFs, where the "compute" resource is decoupled from the "storage" resource.
-	Support capability exposure.
-	Support concurrent access to local and centralized services. To support low latency services and access to local data networks, UP functions can be deployed close to the Access Network.
-	Support roaming with both Home routed traffic as well as Local breakout traffic in the visited PLMN.
************** Next Change **************

[bookmark: _4.2.1_General][bookmark: _Toc532891523]4.2.1	General
This specification describes the architecture for the 5G System. The 5G architecture is defined as service-based and the interaction between network functions is represented in two ways.
-	A service-based representation, where network functions (e.g. AMF) within the Control Plane enables other authorized network functions to access their services. This representation also includes point-to-point reference points where necessary.
-	A reference point representation, shows the interaction exist between the NF services in the network functions described by point-to-point reference point (e.g. N11) between any two network functions (e.g. AMF and SMF).
Service-based interfaces are listed in clause 4.2.6. Reference points are listed in clause 4.2.7.
Network functions within the 5GC Control Plane shall only use service-based interfaces for their interactions. 
NOTE 1:	The interactions between NF services within one NF are not specified in this Release of the specification.
NOTE 2:	UPF does not provide any services in this Release of the specification, but can consume services provided by 5GC Control Plane NFs.
NFs/NF services can communicate directly, referred to as Direct Communication, or indirectly via the SCP, referred to as Indirect Communication.  For more information on communication options, see Annex x and clauses under 6.3.1 and 7.1.2.

************** Next Change **************
[bookmark: _4.2.2_Network_Functions][bookmark: _Toc532891524]4.2.2	Network Functions and entities
The 5G System architecture consists of the following network functions (NF). The functional description of these network functions is specified in clause 6.
-	Authentication Server Function (AUSF)
-	Access and Mobility Management Function (AMF)
-	Data Network (DN), e.g. operator services, Internet access or 3rd party services
-	Unstructured Data Storage Function (UDSF)
-	Network Exposure Function (NEF)
-	Network Repository Function (NRF)
-	Network Slice Selection Function (NSSF)
-	Policy Control Function (PCF)
-	Session Management Function (SMF)
-	Unified Data Management (UDM)
-	Unified Data Repository (UDR)
-	User Plane Function (UPF)
-	Application Function (AF)
-	User Equipment (UE)
-	(Radio) Access Network ((R)AN)
-	5G-Equipment Identity Register (5G-EIR)
-	Security Edge Protection Proxy (SEPP)
-	Network Data Analytics Function (NWDAF)
-	Service Communication Proxy (SCP)

************** Next Change **************
[bookmark: _4.2.3_Non-roaming_reference][bookmark: _Toc532891525]4.2.3	Non-roaming reference architecture
Figure 4.2.3-1 depicts the non-roaming reference architecture. Service-based interfaces are used within the Control Plane.




Figure 4.2.3-1: 5G System architecture
Figure 4.2.3-2 depicts the 5G System architecture in the non-roaming case, using the reference point representation showing how various network functions interact with each other.


Figure 4.2.3-2: Non-Roaming 5G System Architecture in reference point representation
NOTE 1:	N9, N14 are not shown in all other figures however they may also be applicable for other scenarios.
NOTE 2:	For the sake of clarity of the point-to-point diagrams, the UDSF, NEF and NRF have not been depicted. However, all depicted Network Functions can interact with the UDSF, UDR, NEF and NRF as necessary.
NOTE 3:	The UDM uses subscription data and authentication data and the PCF uses policy data that may be stored in UDR (refer to clause 4.2.5).
NOTE 4:	For clarity, the UDR and its connections with other NFs, e.g. PCF, are not depicted in the point-to-point and service-based architecture diagrams. For more information on data storage architectures refer to clause 4.2.5.
NOTE 5:	For clarity, the NWDAF and its connections with other NFs, e.g. PCF, are not depicted in the point-to-point and service-based architecture diagrams. For more information on network data analytics architecture refer to clause 4.2.9.
Figure 4.2.3-3 depicts the non-roaming architecture for UEs concurrently accessing two (e.g. local and central) data networks using multiple PDU Sessions, using the reference point representation. This figure shows the architecture for multiple PDU Sessions where two SMFs are selected for the two different PDU Sessions. However, each SMF may also have the capability to control both a local and a central UPF within a PDU Session.


Figure 4.2.3-3: Applying non-roaming 5G System architecture for multiple PDU Session in reference point representation
Figure 4.2.3-4 depicts the non-roaming architecture in the case of concurrent access to two (e.g. local and central) data networks is provided within a single PDU Session, using the reference point representation.


Figure 4.2.3-4: Applying non-roaming 5G System architecture for concurrent access to two (e.g. local and central) data networks (single PDU Session option) in reference point representation
Figure 4.2.3-5 depicts the non-roaming architecture for Network Exposure Function, using reference point representation.


Figure 4.2.3-5: Non-roaming architecture for Network Exposure Function in reference point representation
NOTE 1:	In figure 4.2.3-5, Trust domain for NEF is same as Trust domain for SCEF as defined in TS 23.682 [36].
NOTE 2:	In figure 4.2.3-5, 3GPP Interface represents southbound interfaces between NEF and 5GC Network Functions e.g. N29 interface between NEF and SMF, N30 interface between NEF and PCF, etc. All southbound interfaces from NEF are not shown for the sake of simplicity.

************** Next Change **************
[bookmark: _4.2.4_Roaming_reference][bookmark: _Toc532891526]4.2.4	Roaming reference architectures
Figure 4.2.4-1 depicts the 5G System roaming architecture with local breakout with service-based interfaces within the Control Plane.


Figure 4.2.4-1 Roaming 5G System architecture- local breakout scenario in service-based interface representation
NOTE 1:	In the LBO architecture. The PCF in the VPLMN may interact with the AF in order to generate PCC Rules for services delivered via the VPLMN. The PCF in the VPLMN uses locally configured policies according to the roaming agreement with the HPLMN operator as input for PCC Rule generation. The PCF in VPLMN has no access to subscriber policy information from the HPLMN.
NOTE x:	The SCP can be used for indirect communication between NF/NF service instances in theVPLMN, in the HPLMN, or in both VPLMN and HPLMN. Therefore, for simplicity the SCP is not shown in the roaming architecture.

Figure 4.2.4-3 depicts the 5G System roaming architecture in the case of home routed scenario with service-based interfaces within the Control Plane.


Figure 4.2.4-3 Roaming 5G System architecture - home routed scenario in service-based interface representation
NOTE x:	The SCP can be used for indirect communication between NF/NF service instances in theVPLMN, in the HPLMN, or in both VPLMN and HPLMN. Therefore, for simplicity the SCP is not shown in the roaming architecture.

Figure 4.2.4-4 depicts 5G System roaming architecture in the case of local break out scenario using the reference point representation.


Figure 4.2.4-4: Roaming 5G System architecture - local breakout scenario in reference point representation
NOTE 2:	The NRF is not depicted in reference point architecture figures. Refer to Figure 4.2.4-7 for details on NRF and NF interfaces.
NOTE 3:	For the sake of clarity, SEPPs are not depicted in the roaming reference point architecture figures.
The following figure 4.2.4-6 depicts the 5G System roaming architecture in the case of home routed scenario using the reference point representation.


Figure 4.2.4-6: Roaming 5G System architecture-Home routed scenario in reference point representation
For the roaming scenarios described above each PLMN implements proxy functionality to secure interconnection and hide topology on the inter-PLMN interfaces.


Figure 4.2.4-7: NRF Roaming architecture in reference point representation
NOTE 4:	For the sake of clarity, SEPPs on both sides of PLMN borders are not depicted in figure 4.2.4-7.
**************Next Change **************
[bookmark: _6.2.6_NRF][bookmark: _6.2.X_Service_Framework][bookmark: _Toc532891909]6.2.X	SCP
The Service Communication Proxy (SCP) includes the following functionality. Some or all of the SCP functionalities may be supported in a single instance of an SCP: 
-	Indirect Communication (see section X.Y.Z for details)
-	Delegated Discovery (see section X.Y.Z for details)
-	Communication security (e.g. authorization), load balancing, monitoring, overload control, etc.
Editor's Note: Whether consumer authorization is to authorize the use of SCP or the access of the producer API is FFS. If it is to authorize access to producer API, how to do it is FFS.
The SCP may be deployed in a distributed manner.
Note: Load balancing, monitoring, overload control functionality provided by the SCP is left up to implementation.

************** Next Change **************
[bookmark: _6.3.1_General][bookmark: _Toc524946214]6.3.1	General
The NF discovery and NF service discovery enables one NFCore Network entities (NFs or Service Communication Proxy (SCP)) to discover a set of NF instance(s) and NF service instance(s) for a specific NF service or a target NF type. NF service discovery is enabled via the NF discovery procedure, as specified in TS 23.502 [3], clause 4.17.4, and 4.17.5, 4.17.x and 4.17.y.
Unless the expected NF and NF service information is locally configured on the requester NF, e.g. when the expected NF service or NF is in the same PLMN as the requester NF, the NF and NF service discovery is implemented via the NRF. The Network Repository Function (NRF) is the logical function that is used to support the functionality of NF and NF service discovery as specified in clause 6.2.6.
NOTE 1:	NRF can be implemented together with SCP e.g. for communication option D, depicted in Annex x.
In order for the requested NF type or NF service to be discovered via the NRF, the NF instance with its NF service instance(s) need to be registered in the NRF (e.g. when the producer NF instance and its NF service instance(s) become operative for the first time) as specified in TS 23.502 [3], clause 4.17.1.
In order for the requester NF or SCP to obtain information about the NF and/or NF service(s) registered or configured in a PLMN/slice, based on local configuration the requester NF or SCP may initiate a discovery procedure with the NRF by providing the type of the NF and optionally a list of the specific service(s) it is attempting to discover. The requester NF or SCP may also provide other service parameters e.g. slicing related information. For the detailed service parameter(s) used for specific NF and NF service discovery refer to TS 23.502 [3], clause 5.2.7.3.2.
In case of Indirect Communication a NF Service Consumer employs an SCP which routes the request to the intended target of the request.
If requester NF is configured to delegate discovery, the requester NF may omit the discovery procedure with the NRF and instead delegate the discovery, SCP will act on behalf of the requester NF. In this case, the requester NF adds any necessary discovery and selection parameters to the request in order for the SCP to be able to do discovery and associated selection. 
Depending on the chosen message routing model, the NRF may provide the IP address or the FQDN of NF instance(s) or the Endpoint Address (es) of relevant NF services instance(s) to the requester NF for target NF instance selection. The NRF provides a list of NF instances and NF service instances relevant for the discovery criteria. The result of the NF and NF service discovery procedure is applicable to any subscriber that fulfils the same discovery criteria. The entity that does the discovery A requester (NF or SCP) may cachestore the result of the NRF discovery procedure received from the NRF.
In case of discovery made by the requester NF, Tthe requester NF uses the discovery result to select NF instance and a NF service instance that is able to provide a wanted NF Service (e.g., an instance of the PCF that can provide Policy Authorization). In case of Indirect Communication, the SCP may do the asssociated NF service instance selection on behalf of the requester NF. The requester NF may use the information from a previously stored discovery result for subsequent selections (i.e. the requester NF does not need to trigger a new NF discovery procedure to perform the selection).
In case of Delegated Discovery, the SCP will select a suitable NF service instance based on selection parameters provided by the requester NF and optional interaction with the NRF.
A requester NF or SCP having selected an NF service instance within a NF instance may re-select another service instance of the same NF service within that same NF instance and get the same results as if the original selected NF service instance was used. Re-selecting may be needed if the requester NF or SCP fails to contact the original NF service instance.
The requester NF or SCP may subscribe in the NRF to receive notifications of newly registered/updated/de-registered NF/NF service instances of target NF/NF services using Nnrf_NFManagement_NFStatusSubscribe/Notify service operations as defined in TS 23.502 [3].

For NF and NF service discovery across PLMNs, the requester NF or SCP provides the NRF the PLMN ID of the target NF. The NRF in the local PLMN reaches the NRF in the target PLMN by forming a target PLMN specific query using the PLMN ID provided by the requester NF or SCP.
NOTE:	See TS 29.510 [58] for details on using the target PLMN ID specific query to reach the NRF in the target PLMN.
For NF and NF service discovery across PLMNs in the context of Network Slicing, the NRF in the serving PLMN interacts with the NRF in the home PLMN identified as specified in clause 4.17.5 of TS 23.502 [3] and, for SMF in clause 4.3.2.2.3.3 of TS 23.502 [3].
The NRF in the local PLMN interacts with the NRF in the target PLMN to retrieve the FQDN or the identifier of relevant services of the target NF instance (s). For topology hiding, see clause 6.2.17.

**************** Next Change ****************
[bookmark: _7.1.2_NF_Service]
[bookmark: _Toc532998918]Annex X:
Communication options for NF/NF services interaction (informative)
[bookmark: _Toc532998919]D.1	General
This section provides a high level description of the different communication options NF and NF services may use to interact which each other. Table D.1-1 summarizes the communication options, their usage and how they relate to the usage of an SCP.
Table D.1-1: Communication options for NF/NF services interaction summary
	Communication between consumer and producer
	Service discovery and request routing
	Communication option

	Direct communication
	No NRF or SCP; direct routing
	A

	
	Discovery using NRF services; direct routing 
	B

	Indirect communication
	Discovery using NRF services; routing by SCP
	C

	
	Discovery and associated selection delegated to an SCP using discovery and selection parameters in consumer request; routing by SCP
	D



[bookmark: _Toc532998920]Option A - Direct communication without NRF interaction: Neither NRF nor SCP are required. Consumers are configured with producers’ “NF profiles” and directly communicate with a producer of their choice.
Option B - Direct communication with NRF interaction: Consumers do discovery by querying the NRF. Based on the query result, the consumer does selection. The consumer sends the request to the selected producer. 
Option C - Indirect communication without delegated discovery: Consumers do discovery by querying the NRF. Based on query result, the consumer does the selection. The consumer sends the request to the SCP containing the address of the selected producer (e.g. an NF instance or NF Service instance set), the SCP may select an instance and it routes the request to the targeted producer instance.
Option D - Indirect communication with delegated discovery: Consumers do not do any discovery or selection. The consumer adds any necessary discovery and selection parameters required to find a suitable producer to the request. The SCP uses the request address and the discovery and selection parameters in the request message to route the request to a suitable producer instance.
Figure D.1-1 depicts the different communication options.
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Figure D.1-1: Communication options for NF/NF services interaction
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