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[bookmark: _Toc462478989]Abstract of the contribution: This contribution proposes a way forward wrt the introduction of the Set concept in Rel-16. 
1	Introduction
At SA#130, it has been suggested that the Set concept should not only allow for the reselection of NF services across the NF instances of the set, but also to cater for the selection of NF services of different variants deployed within the NF instance, e.g. in DevOps for canary testing. This discussion paper recommends to leverage on the Set concept to extend the boundaries of a reselection across NF instances and to introduce the NF Set concept. In addition the paper discuss briefly the canary testing scenario and concludes that no additional service attributes are needed. The principles for how the NF Set may be used at service registration, discovery and (re-) selection are illustrated. The changes resulting from the proposals are captured in CR (S2-1901586).
2	Discussion
2.0	Introduction of the Set concept in Rel-16
The Set concept has been introduced as part of the improvements of the architectural support for highly reliable deployments. As it has been agreed that NF remains in Rel-16, high availability within the NF is an implementation and deployment choice. The Set concept can however improve support for highly reliable deployments when applied to extend the boundaries of a NF and allow re-selection of service instances across NFs sharing context data. Re-selecting may be needed if the requester NF fails to contact the original NF service instance, e.g. to solve geo-redundancy in the network. 
2.1	NF Set vs NF Service Set to define the boundaries of a service reselection
[bookmark: OLE_LINK1]In TS 23.501, clause 7.2.1, the following can be read:
[bookmark: OLE_LINK5][bookmark: OLE_LINK6][bookmark: OLE_LINK7][bookmark: OLE_LINK8][bookmark: OLE_LINK2][bookmark: OLE_LINK3][bookmark: OLE_LINK9][bookmark: OLE_LINK10][bookmark: OLE_LINK11][bookmark: OLE_LINK12][bookmark: OLE_LINK13][bookmark: OLE_LINK17][bookmark: OLE_LINK18][bookmark: OLE_LINK19][bookmark: OLE_LINK20][bookmark: OLE_LINK21][bookmark: OLE_LINK22][bookmark: OLE_LINK4][bookmark: OLE_LINK14][bookmark: OLE_LINK15][bookmark: OLE_LINK16]A consumer having selected an NF service instance within a NF instance may re-select another service instance of the same NF service within that same NF instance and get the same results as if the original selected NF service instance was used. Re-selecting may be needed if the service consumer fails to contact the original NF service instance. 
In order to allow service re-selection all the NF service (producer) instances within an NF instance need to have access to the same data. 
To allow the possibility for a consumer to re-select another service instance of the same NF service beyond the boundaries of the initially selected NF instance, i.e. within a different NF instance and get the same results as if the original selected (NF) service instance was used, the (producer) service instances need to have access to the shared data.
Three cases are possible: 
1) All the service instances of the same service type within the involved NF instances share the same data. In this case the NF set model adequately defines the boundaries of a re-selection of services
2) A subset of the service instances of the same service type within a single NF instance share the same data. In this case, the concept of NF Service Set is needed to define the boundaries of the re-selection of services
3) A subset of the service instances of the same service type across multiple NF instances share the same data. In this case, the concept of NF Service Set is needed to define the boundaries of the re-selection of services.
Figure 1 is a possible example of case 1) illustrating two NFs with an independent service (A) and dependent services B and C and a possible reselection event within the NF Set. The storage resources are shared. In order to illustrate the value of the NF Set, we assume that the NF instances are deployed in different data centers. Note that the NF Set may not need to be a Managed Object, but could just be an attribute of the NF Type. 
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Figure 1
Figure 2 illustrates the case 2) where not all service instances of the service A within a single NF share the same data and the NF Service set is used to define the boundaries of a service re-selection.
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Figure 2
In this case the NF Service Set does not extend the boundaries of a reselection beyond the NF instance (as allowed in Rel-15), but rather simply restricts a reselection within a NF to specific service instances of NF. In this case the Set concept does not address the objectives of improving reliability and it deviates from the use of the term “set” already adopted in SA2, i.e. in the case of AMF Sets. We conclude that introducing an NF Service Set within a NF would be possible, but would not provide the expected reliability improvements for service reselection.


Figure 3 illustrates the case 3 where not all service instances of the service A across multiple NF instances share the same data and the NF Service set is used to define the boundaries of a service re-selection.
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Figure 3

From the example in figure 3, it is evident that making use of the NF Service Set to define the boundaries for a service re-selection imply the definition of a new construct, potentially orthogonal to the construct of NF. In case of dependent services B and C, the NF service set will have to include both services. In addition, considering that NFs do not only produce services, but also consume services, and further that producers and consumers as well may be tightly connected to each other (as in the case of AMF and SMF services), it does not seem appropriate to break the boundary of the NF with the introduction of an NF Service Set. 
We deduce therefore that introducing the NF Service Set to define the boundaries for a service reselection, increases drastically the complexity of the 5GC, without offering gains in comparison to the introduction of the NF Set.
Finally, it shall be noted that the conclusion from the study phase captured in TR 23.742 is to retain NF -> NF Services mapping as in Rel-15. Modularity of the NF Service is defined on a case by case basis. Thus, introducing an NF Service Set would break that conclusion. 
Observation 1: introducing the NF Service Set to define the boundaries for a service reselection, increases drastically the complexity of the 5GC, without offering any specific gain, compared to the introduction of the NF Set and in addition would break the conclusion on the retaining of the NF as in Rel.15
Proposal 1. Introduce the concept of NF Set to indicate a group of interchangeable NF instances of the same type, supporting the same services and the same Network Slice(s). 
2.2	The use of location information at service selection and re-selection
In the 23.742 conclusions is stated 
NOTE 4:	When a single Set expands across multiple locations within an operator network, the Service Zone ID can be used to refer to NF/NF Service/service instances within a Set in particular location. Service Zone ID corresponds to the "locality" information (currently defined in Rel-15).
6)	The combination of SET ID and Service Zone ID can be used to indicate that the target NF/NF Service/service instance should be selected from the SET in particular Service Zone.
In the 23.501 is stated 
NF profile of NF instance maintained in an NRF includes the following information:
-	NF instance ID.
-	NF type.
[…]
-	Location information for the NF instance.
NOTE 3:	This information is operator specific. Examples of such information can be geographical location, data center.

Location information (i.e. Locality) in NF profile is therefore about where a certain NF instance is located. This information may be used at service selection e.g. to ensure low latency. The same information may be relevant at re-selection and may be taken into consideration at re-selection of a service within a NF instance Set.
Observation 2: The Service Zone ID overlaps with the locality information which is already specified in Rel- 15.
Proposal 2: Locality in the NF profile may also be considered at re-selection of a service instance within a NF instance Set. 

2.3	Deploying service variants, and the impacts on service selection and reselection
At SA2#130, the need of considering the DevOps scenario of deploying different variants of a service within an NF instance for “Canary Testing” has been raised and used as an argument for introducing the concept of NF Service Set. We recognize the need of supporting canary testing (for instance serving a small percentage of the consumer requests in a test service instance) and believes that the NF service attributes capacity and load can be used to accomplish this. 
Observation 3: NF service parameters such as capacity, load, supported features and version can be used to control the selection in NF service consumers, e.g. to control that a certain version of a NF service producer only gets a small portion of service requests.
Proposal 3: There is no need to specify NF service set for the use of canary testing. Existing NF service attributes in the NF profile (per NF service) may be used to control the selection in NF service consumers.
2.4	On the use of NF Set and NF Service Set at registration, discovery and selection.
A possible use of the NF Set concept introduced in the previous section may be the following.
At registration an NF register its NF profile containing: 
- NF Set ID
- Location
- Per service: 
- capacity
- load
- etc
At discovery the NRF provides the consumer (or the SCP in case of delegated discovery) the NF Set ID and location as part of the NF Profile. Based on the NF service attributes capacity and load a small portion of the consumer requests may be served by a specific producer services instance e.g. instances of a canary service. 
At later instant, if an NF instance of the set fails, the consumer (or the SCP) may use the NF Set ID and location attributes to reselect a different service instance accessing the same context data in a different (e.g. “target”) NF of the same NF Set. As context data is shared across Services of the same type within the NF Set, the impacts of the failure is minimized.
3	Proposal
The following are proposed:
Proposal 1. Introduce the concept of NF Set to indicate a group of interchangeable NF instances of the same type, supporting the same services and the same Network Slice(s).
Proposal 2: The locality information in the NF profile may also be considered at re-selection of a service instance within a NF instance Set.
Proposal 3: There is no need to specify NF service set for the use of canary testing. Existing NF service attributes in the NF profile (per NF service) may be used to control the selection in NF service consumers.
If accepted, the following CRs should be approved.
- S2-1901586.
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