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1
Introduction
TR 23.734 discusses several solutions for time synchronization (key issue #3.2) including:

· Solution #11 Option 2 
· Solution #11 Options 3

· Solution #11 Options 4

· Solution #17

· Solution #19

· Solution #28

This paper suggests a way forward to down-select the solutions for key issue #3.2.
2
An initial down-selection
In this section, we argue that SA2 should focus only be selecting between Solution #11 option 2 and Solution #28 for time synchronization.

RAN1 reply LS R1-1901442 provides following feedback on feasibility of Solution #17

	2. Feasibility aspects:

Deterministic RAN-UE delay required by Solution #17 presents feasibility challenges. RAN1 has not identified any feasibility related issues with the other solutions.    


Given that RAN1 has identified feasibility challenges with Solution #17, we propose the following.
Proposal 1a: SA2 should not select Solution #17 for time synchronization.

S2-1900676 observes the following about Solution #19 being a special case of Solution #28:
	Therefore, Solution #19 focusing on the specific case of end-to-end transparent clock while Solution #28 is generally addressing all transparent clock mechanism with the common requirement of measuring residence time and accumulating in the “correctionField” of PTP messages. It is proposed in this tdoc to merge Solution #19 into Solution #28.


S2-1900676 further proposed to merge Solution #19 into Solution #28. 
Proposal 1b: SA2 does not have to explicitly consider Solution #19 as an option for time synchronization.

Both Solution #28 and Solution #11 Options 3 involve similar operations such as timestamping of PTP packet at ingress, sending of timestamp to UE, residence time correction at egress. Given these similarities, we propose to not consider them separately and only focus on Solution #28 during down-selection, and to consider any aspects of Solution #11 Option 3 if Solution #28 is selected for time synchronization.

Proposal 1c: SA2 does not have to explicitly consider Solution #11 Option 3 as an option for time synchronization.

Solution #11 option 4 shares several similarities with Solution #11 option 2 since both avoid transmission of PTP packets over-the-air and deliver timing information to UE via gNB signalling. Thus, Solution #11 option 4 can be roughly considered as a restricted version of Solution #11 option 2 constrained to the use of just one clock domain. Given the similarities between Solution #11 option 2 and Solution #11 option 4, SA2 can focus on Solution #11 option 2 and consider any restrictions similar to those proposed in option 4 after selecting a time synchronization algorithm.

Proposal 1d: SA2 does not have to explicitly consider Solution #11 Option 4 as an option for time synchronization.

Proposal 2: SA2 should agree that one of Solution #11 option 2 and Solution #28 will be selected for time synchronization. If Solution #11 option 2 is selected, aspects in Solution #11 Option 4 could also be considered. If Solution #28 is selected, aspects in Solution #11 option 3 can also be considered.
3
Challenges of Solution #28
In this section, we go over some challenges associated with use of Solution #28 for time synchronization.

Solution #28 requires residence time correction which determines the time spent by a PTP packet in 5GS and corrects for it before the packet leaves 5GS. This residence time correction operation leads to 

· Need for recording an ingress timestamp of each incoming PTP packet at UPF,
· Signalling enhancement for signalling the ingress timestamp to UEs, and
· UE requirement of residence time correction based on ingress timestamp.
Even though enabling time synchronization only needs time stamping of all PTP packets, UPF determines if a packet is a PTP packet only after ingress. Hence, UPF has to timestamp every packet at each ingress port that could carry a PTP packet. Such an ingress port may be likely carrying substantial amount of other traffic (e.g., from TSN applications, any best-effort traffic like log uploads), and thus all packets of the other traffic will also have to be timestamped.
Observation 2: UPF impact: Solution #28 requires UPF to timestamp each packet at each ingress port that can carry a PTP packet.

Timestamping is carried out at a 5GS ingress port in UPF whereas residence time correction is carried out at 5GS egress (UE). Hence, new signalling is required to carry ingress timestamp to UEs.

Observation 4: Signalling impact: Solution #28 requires enhancements are needed for signalling of UPF ingress timestamp to UE.

A UE supporting solution #28 has to support residence time correction based on received ingress timestamp. Not only is this a new functionality, it requires signalling of UPF ingress timestamp to the Ethernet function (associated with egress port) inside the UE. Note that the UPF ingress timestamp is a “5G timestamp” obtained by the “5G module” of a UE and has to be shared with an Ethernet function of the UE (and this is not sent over user plane connection between 5G module and non-5G module). These introduce UE-implementation barriers.
Observation 5: UE impact: Solution #28 requires a UE carry out residence time correction based on 5GS ingress timestamp sent over 5GS.
Solution #28 requires sending PTP packets over-the-air. This introduces an overhead of 88 bytes for delivering timing information since PTP’s Sync and Follow_Up messages are both 44 bytes each (IEEE 802.1AS requires the use of two-step processing involving the use of Follow_Up message in addition to Sync message (see Section 7.5 of [3])). This are much larger compared to overhead associated with Solution #11 Option 2 which can deliver timing information for a clock domain using about 10 bytes (see Section 6 for a calculation). Note that Solution #28 overhead also includes Ethernet headers and signalling of ingress timestamp which has not been considered above. Thus the overhead associated with Solution #28 is at least 8x times that of Solution #11 Option 2.
Observation 6: Overhead impact: Solution #28 results in at least 8x larger overheads (since PTP is sent over user plane).

Solution #28 uses transparent clock approach and emphasizes that “A transparent clock doesn't need to be synchronized with any external clock”. However, we explain below how other TSN features (like supporting IEEE 802.1Qbv) may force 5GS nodes to be synchronized to an external clock, even when synchronization solution itself does not.
TS 22.104 includes requirement to support IEEE 802.1Qbv and related excerpt is copied below:
	For infrastructure dedicated to high performance Ethernet applications, the 3GPP system shall support enhancements for time-sensitive networking as defined by IEEE 802.1Q, e.g. time-aware scheduling with absolute cyclic time boundaries defined by IEEE 802.1Qbv [19], for 5G-based Ethernet links with PDU sessions type Ethernet.


Supporting IEEE 802.1Qbv requires ensuring deterministic egress times for TSN packets at 5GS egress points, i.e., at UE and UPF. The deterministic egress times are with respect to an external TSN clock. Hence, to enable deterministic egress times, UE and UPF have to be synchronized to the external TSN clock.
Observation 7a: UE and UPF have to be synchronized to external TSN clock to enable IEEE 802.1Qbv, even if synchronization solution does not impose such a requirement.

RAN2 has concluded an email discussion on TSN traffic patterns and a summary of it is provided in R2-1900635. A common view (will be discussed and agreed in Athens RAN2 #105 meeting, Feb 2019) based on the email discussion is the following:
	Knowledge of TSN traffic pattern is useful for the gNB to allow it to more efficiently schedule either via CG/SPS or dynamic grants. It would be beneficial to provide the relevant information, e.g. upon QoS flow establishment. The provided information should at least include message periodicity, message size and reference time/offset. Additionally, such information as survival time could be considered, if deemed useful.
The information could be provided either from the Core Network or from the UE, but since Core Network interacts directly with the TSN network and possesses all the required information, it is preferred for this information to be signaled from the Core Network.


Note that the information provided to gNB includes offset information associated with TSN traffic pattern. This offset is generally associated with an external clock. Thus, for gNB to be able to utilize the offset information (e.g., to “efficiently schedule” as noted above), gNB also needs to be synchronized to the external clock.
Observation 7b: RAN have to be synchronized to external TSN clock to be able to utilize traffic offset information (e.g., for efficient scheduling), even if synchronization solution on its own does not impose such a requirement.
An important consequence of the above two observations is that even with a transparent clock based synchronization solution (which does not need synchronization of UE/UPF/RAN to external clock), support for features like 802.1Qbv and traffic-pattern-aware-RAN still requires synchronization of UE/UPF/RAN to external clock.

Observation 7c: A network using Solution #28 for time synchronization will require synchronization of UE/UPF/RAN to external clock for supporting features like IEEE 802.1Qbv and traffic-pattern-aware-RAN.

4
Conclusions
Given the challenges associated with Solution #28, we propose the following:

Proposal 3: SA2 should select Solution #11 option 2 for time synchronization.
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Appendix 

This calculation is based on reference timing delivery used for LTE since the NR reference timing delivery is yet to be finalized.

Given below is an excerpt from TS 36.331 V15.3.0 about the information elements used to deliver timing information.

	TimeReferenceInfo

TimeReferenceInfo information elements
-- ASN1START

TimeReferenceInfo-r15 ::=

SEQUENCE {


time-r15






ReferenceTime-r15,


uncertainty-r15





INTEGER (0..12)



OPTIONAL,
-- Need OR


timeInfoType-r15




ENUMERATED {localClock}

OPTIONAL,
-- Need OR


referenceSFN-r15




INTEGER (0..1023)


OPTIONAL
-- Cond TimeRef
}

ReferenceTime-r15 ::=


SEQUENCE {


refDays-r15






INTEGER (0..72999),


refSeconds-r15





INTEGER (0..86399),


refMilliSeconds-r15




INTEGER (0..999),


refQuarterMicroSeconds-r15


INTEGER (0..3999)

}

-- ASN1STOP
TimeReferenceInfo field descriptions
referenceSFN
This field indicates the reference SFN for time reference information. The time field indicates the time at the ending boundary of the SFN indicated by referenceSFN.
If the time field is included in SystemInformationBlockType16 and the referenceSFN field is not included, the time field indicates the time at the SFN boundary at or immediately after the ending boundary of the SI-window in which SystemInformationBlockType16 is transmitted.
time, timeInfoType
This field indicates time reference with 0.25 us granularity. The indicated time is referenced at the network, i.e., without compensating for RF propagation delay. The indicated time in 0.25 us unit from the origin is refDays*86400*1000*4000 + refSeconds*1000*4000 + refMilliSeconds*4000 + refQuarterMicroSeconds. The refDays field specifies the sequential number of days (with day count starting at 0) from the origin of the time field. If timeInfoType is not included, the origin of the time field is 00:00:00 on Gregorian calendar date 6 January, 1980 (start of GPS time). If timeInfoType is set to localClock, the interpretation of the origin of the time is unspecified and left up to upper layers.
If time field is included in SystemInformationBlockType16, this field is excluded when estimating changes in system information, i.e. changes of time should neither result in system information change notifications nor in a modification of systemInfoValueTag in SIB1.
uncertainty
This field indicates the number of LSBs which may be inaccurate in the refQuarterMicroSeconds field. If uncertainty is absent, the uncertainty of refQuarterMicroSeconds is not specified.

Conditional presence

Explanation

TimeRef
The field is mandatory present if TimeReferenceInfo is included in DLInformationTransfer message; otherwise the field is not present.




Size of ReferenceTime-r15 IE above can be computed based on the size of constituent fields (listed above) as 

log2(1+72999) + log2(1+86399) + log2(1+999) + log2(1+3999) = 56.

Given that it is possible that NR may need higher resolution for reference timing (e.g., 25 ns instead of LTE’s resolution of 250 ns above), the size of reference time IE used by NR is computed as 

log2(1+72999) + log2(1+86399) + log2(1+999) + log2(1+39999) = 60.
2

