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* * * * 1st  change * * * * 
[bookmark: _Toc532891861]5.21	Architectural support for virtualized deployments
[bookmark: _Toc532891862]5.21.0	General
5GC supports different virtualized deployment scenarios, including but not limited to the options below:
-	A Network Function instance can be deployed as fully distributed, fully redundant, stateless, and fully scalable NF instance that provides the services from several locations and several execution instances in each location.
-	This type of deployments would typically not require support for addition or removal of NF instances for redundancy and scalability. In the case of an AMF this deployment option may use enablers like, addition of TNLA, removal of TNLA, TNLA release and rebinding of NGAP UE association to a new TNLA to the same AMF.
-	A Network Function instance can also be deployed such that several network function instances are present within a NF set provide fully distributed, fully redundant, stateless and scalability together as a set of NF instances.
-	This type of deployments may support for addition or removal of NF instances for redundancy and scalability. In the case of an AMF this deployment option may use enablers like, addition of AMFs and TNLAs, removal of AMFs and TNLAs, TNLA release and rebinding of NGAP UE associations to a new TNLA to different AMFs in the same AMF set.
-	The SEPP, although not a Network Function instance, can also be deployed fully distributed, fully redundant, stateless, and fully scalable.
-    The SCP can also be deployed fully distributed, fully redundant, and fully scalable.
Also, deployments taking advantage of only some or any combination of concepts from each of the above options is possible.

* * * * 2nd  change * * * * 
[bookmark: _Toc532891897]6.2.6	NRF
The Network Repository Function (NRF) supports the following functionality:
-	Supports service discovery function. Receive NF Discovery Request from NF instance, and provides the information of the discovered NF instances (be discovered) to the NF instance.
-	Maintains the NF profile of available NF instances and their supported services.
NF profile of NF instance maintained in an NRF includes the following information:
-	NF instance ID.
-     NF Set ID
-     NF Service Set ID
-	NF type.
-	PLMN ID.
-	Network Slice related Identifier(s) e.g. S-NSSAI, NSI ID.
-	FQDN or IP address of NF.
-	NF capacity information.
-	NF priority information.
NOTE 1:	This parameter is used for AMF selection, if applicable, as specified in the clause 6.3.5. See clause 6.1.6.2.2 of TS 29.510 [58] for its detailed use.
--	NF Specific Service authorization information.
-	if applicable, Names of supported services.
-	Endpoint Address(es) of instance(s) of each supported service.
-	Identification of stored data/information.
NOTE 2:	This is only applicable for a UDR profile. See applicable input parameters for Nnrf_NFManagement_NFRegister service operation in TS 23.502 [3] clause 5.2.7.2.2. This information applicability to other NF profiles is implementation specific.
-	Other service parameter, e.g., DNN, notification endpoint for each type of notification that the NF service is interested in receiving.
-	Service Zone ID or Location information for the NF instance.
NOTE 3:	This information is operator specific. Examples of such information can be geographical location, data center.
-	TAI(s).
-	Routing ID, for UDM and AUSF.
-	One or more GUAMI(s), in case of AMF.
-	SMF area identity(ies) in case of UPF.
-	UDM Group ID, range(s) of SUPIs, range(s) of GPSIs, range(s) of external group identifiers for UDM.
-	UDR Group ID, range(s) of SUPIs, range(s) of GPSIs, range(s) of external group identifiers for UDR.
-	AUSF Group ID, range(s) of SUPIs for AUSF.
NOTE 4:	It is expected service authorization information is usually provided by OA&M system, and it can also be included in the NF profile in the case that e.g. an NF instance has an exceptional service authorization information.
NOTE 5:	It is also expected that the NRF stores a mapping between UDM Group ID and SUPI(s), UDR Group ID and SUPI(s), AUSF Group ID and SUPI(s) to enable discovery of UDM, UDR, AUSF using SUPI, SUPI ranges as specified in clause 6.3.
In the context of Network Slicing, based on network implementation, multiple NRFs can be deployed at different levels (see clause 5.15.5):
-	PLMN level (the NRF is configured with information for the whole PLMN),
-	shared-slice level (the NRF is configured with information belonging to a set of Network Slices),
-	slice-specific level (the NRF is configured with information belonging to an S-NSSAI).
In the context of roaming, multiple NRFs may be deployed in the different networks (see clause 4.2.4):
-	the NRF(s) in the Visited PLMN (known as the vNRF) configured with information for the visited PLMN.
-	the NRF(s) in the Home PLMN (known as the hNRF) configured with information for the home PLMN, referenced by the vNRF via the N27 interface,
* * * * End of Changes * * * *

