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Abstract of the contribution: This paper proposes a solution for pushing the content to the edge using a satellite link.
1 Discussion

The satellite link is foreseen as an efficient solution for the content delivery to the edge. The solutions provided in this document address how to achieve non-redundant content transmission through satellite link.
2 Proposal
**** Start of Changes ****
3 Solutions
Editor's note: This clause will describe the key issues or impact areas when considering the integration of satellite access in 5GS.
6.x Solutions #x for Key Issue#8: role of satellite backhaul in content distribution towards the edge
6.x.1 General description
Currently, serving media content to UE is usually performed from a content server on the DN to the end user crossing the network. UE delivery does not usually benefit from the CDN concept which consists on caching the most popular contents in the edge and being streamed from a location closer to end-users. 

Actually, contents can be stored within the core network or at the (R)AN using traditional caching policies such as LRU (Least Recently Used), LFU (Least Frequently Used), FIFO and random caching. In this context satellite can bring an interesting possibility through large bandwidth and its multicast capabilities.
UE requests for media content can lead to multiple transmissions through the network while redirecting this request to the local DN at the edge would prevent the multiple transmission of the same content, regardless of how many times it is requested.

Assuming that the requested content is already available at the Edge, the following solutions address how the network ensures the UEs request will be redirected to the local DN.
Editor's note: How the content is distributed to the edge is out the scope of the analysis.
Editors notes: This solutions does not address how the CDN is aware of the popular assets, neither predictive and analytics algorithms.
6.x.2 Procedures

6.x.2.1 Procedures to redirect content UE request to the edge

In Figure 6‑1, we present an architecture where a network function (NF) at the edge is capable of storing content files (e.g., video segments in HTTP-based video streaming applications) and making them available at the edge cache. Such storing can be achieved through existing techniques such as prefetching for video-on-demand (VoD) applications and transient segment holding for live streaming applications. These operations are subject to the content provider’s policies, which are established at its Application Function (AF) and disseminated to the edge NF where they are enforced. In principle, the edge NF may download a file from the content source via satellite backhaul. Afterwards, the file stays in the edge cache (subject to the content provider’s caching policy) and is served locally to UEs that request it in the future. This ensures that any file is transmitted through the satellite backhaul only once regardless of how many times it is requested.

The storage process should be transparent to UEs. When a UE requests a file, the edge NF is aware of whether the file is available at its local DN or not. Based on the circumstances, the edge may need to redirect the UE’s requests. For example, if a requested file is available at the edge, the UE’s request needs to be redirected to the edge NF, where it will be handled directly. 
Here, we describe an example signalling procedure to support such redirection, request handling and content delivery, which is illustrated in Figure 6‑2. 

At the beginning of a UE’s video streaming session, it needs to resolve the video source’s fully-qualified domain name (FQDN) into an IP address. Such resolution is realized through a DNS server, which is envisaged to be located within the edge or the core network. When the DNS server receives a request from a UE, it replies with either the corresponding content provider’s edge NF’s IP address or content source’s IP address. This decision is subject to the content provider’s policy, which is disseminated to the DNS server from its AF. If the edge NF’s IP address is replied, the UE will carry out TCP handshake and if necessary, TLS negotiation with the edge NF. Afterwards, the edge NF acts as a context-aware reverse HTTP proxy for the UE and performs content localization such as prefetching, so that it serves content from its local DN when it is possible.
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Figure 6‑1: Architecture overview with edge-based content storage and request handling
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Figure 6‑2: DNS-based redirection, request handling and content delivery at MEC
6.x.3 Impacts on existing nodes and functionality
The techniques proposed in this solution for content distribution to the edge impact the following functions:

1. PCF should be able to handle the redirection policies provisioned by AF;

2. Introduction of Edge NF for content storage at the edge; 
3. UPF should be able to redirect UE’s request to edge NF;

4. AF should be able to interface with the edge NF.
The solution described here, is expected to impact the way mobile network operators will invest in their network in 5G context. The availability of edge NF will allow deploying in a dynamic manner every local caching server that can be provisioned with popular content through a satellite contribution link. The services addressed can be both live and on-demand content. From the User point of view, a global increase in terms of quality of experience is expected: fewer rebuffering, higher bitrates and reduced end-to-end latency for live content. From the operator point of view, caching popular assets to the edge and using multicast for live delivery via satellite will bring a major reduction of network resources usage allowing the deployment of new high demanding services like VR or 4K video streaming.
6.x.4 Solution Evaluation
Editor's note:
This clause provides an evaluation of this solution.
**** End of Changes ****
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