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[bookmark: _Toc462478989]Abstract of the contribution: This contribution proposes additional parameters and functionality in case Rel-16 still include services with dependencies.
1 Discussion
In this document we discuss how to handle services with dependencies in Rel-16.
In the Rel-15 many of the NF services defined have dependencies on other NF services in the same NF, e.g. some data shared between NF services and this data is accessed internally by internal interfaces.
It’s not yet clear if the Rel-16 architecture will include services with dependencies or not. If there are we will need architecture constructs to manage groupings of different service types with dependencies.
One possible construct is to simply call such a grouping of dependent services a Group. A Group would consist of two or more Service Instance Sets of different service types that are dependent on each other and. The Service instances within the Group share some data and use the same Storage Resource (e.g. UDSF).
The interfaces between Service Instance Sets in a Group does not need to be standardized. 
Services Instance sets with dependencies on other Service Instance Sets are organised in groups of all the services instance Sets with dependencies on other Service Instance Sets. As shown in the figure below. 



2 Proposals
[bookmark: _Toc523749581]******************** First change ********************
6.11	Solution 11: 5GC Reliability
[bookmark: _Toc523749582]6.11.1 	Introduction
In Rel-15, different concepts have been adopted for reliability in various NFs. Its proposed to provide further possibilities to enhance the reliability in Rel-16. This solution proposes to define a Services Instance Set concept that can support high reliability and also has potential to improve other aspects of the 5GC architecture.
The solutions for reliability should work irrespective of whether UDSF is deployed or not.
[bookmark: _Toc523749583]6.11.2 	High-level Description
It is proposed to introduce the concept of Service instance Set for 5GC. The Service instances within a given Service instance Set are expected to have access to the same data sets in a data storage entity e.g. UDSF. Thus, in principle, any Service Instance within a Service Instance set should be able to process UE transactions as it has access to UE context.
Following are the key principles for Service Instance Sets:
-	A Set of instances of the same service type.
-	All Service instances in a Set can access the same data storage e.g. UDSF.
Editor's note:	How this relates to solution for key issue 1 is FFS.
As shown in figure 6.11.2-1 a Service Instance Set has a storage resource accessible by all service Instances in the Set. A Service Instance Set may expose individual service instances towards consumers or it can use a load balancer. If a load balancer is used the Service Instance Set may appear as one Service Instance towards consumers.


Figure 6.11.2-1: A Service Instance Set with Shared storage resource and optional load balancer
When a Service Instance Set exposes multiple service instances towards a consumer, the consumer is allowed to reselect a different Service Instance (within the same set) between transactions. Race conditions with multiple requests for the same UE is up to implementation to resolve, potentially using mechanisms like redirect between Service Instances in the Set.
As shown in figure 6.11.2-2 a Service Instance Set may span multiple data centres


Figure 6.11.2-2: A Service Instance Set can span across multiple data centres
As Service Instance Set's can span across multiple data centres the profile in the NRF should include proximity information for each service instance in order to facilitate proximity-based selection of service instances. This proximity information provides an indication of physical distance based on network deployment and topology, e.g. the DC identification could be used for this purpose.
[bookmark: _Hlk526716076][bookmark: _Hlk522712469]Proximity complements Service Instance Set information, in a way that same Proximity value (e.g. same DC) may include different Service Instance Sets (e.g. for different vendors instances, deployment of multiple Storage Resources…). Service Instance Set may be considered optional value, since in some cases, Proximity could be sufficient for a consumer.
Editor's note:	It's FFS how to Rel-15 NFs and NF services are modelled with the Service Instance Set concept.
[bookmark: _Toc523749584]If there are services with dependencies on other services in Rel-16, Services Instance Sets with such services can be further organised in Groups consisting of all the services instances of the Service Instance Sets with dependent services, as shown in figure 6.11.2-3. Service Instance Sets with independent services may be placed in it’s own group or in any other group with other Service Instance Sets. 


Figure 6.11.2-3: A Group consists of two or more Service Instance Set 
The Group construct can be identified in different ways. One way is to add a new ID pointing to a group in the NRF profile (e.g. Group ID or Storage Resource ID) and another way is to reuse the identifier of the Service Instance Set.
[bookmark: _Hlk527683935][bookmark: _GoBack]Editor's note:	The group concept is only needed if NFs are removed and Services with dependencies remain in Rel-16. Service dependencies means that the dependant services need to interact via non-standard means in order to fulfil their purpose e.g. via proprietary APIs.

6.11.3 	Illustrated Procedures
Editor's note:	This clause describes related high-level procedures for the solution.

[bookmark: _Toc523749585]6.11.4 	Impacts on existing NFs, NF services and interfaces
Editor's note:	This clause describes impacts to existing services and interfaces.
The impacts on NF Services, NF profile and selection rules are primarily driven by allowing reselection of different service instances between transactions and addition of proximity per service instance.
Impacts on (NF) profile in NRF:
-	Addition of Service Instance Set ID per service Instance
-	Addition of proximity information per service instance
Impacts on Selections and Reselection rules:
-	A consumer first discovers and selects one suitable Service Instance Set, optionally from a list of service instance sets received from the NRF. Once the Service Instance Set is selected it selects a suitable Service Instance for the next transaction
-	A consumer may reselect any Service Instance, within the same set, between different transactions
-	A consumer should consider the proximity information when selecting a Service Instance Set and re-selecting between Service Instances within the Service Instance Set
NOTE:	If the Service Framework hides the Service Instances from consumers it will be up to the Service Framework to implement the selection and reselection behaviour.
The Service Instance Set concept allows to decrease the dependencies on the NF concept in the 3GPP functional architecture. This can be achieved by the additions described above and by replacing the NF bindings established in the information flows with bindings between the service Instance Sets
In addition, if there are services with dependencies on other services in Rel-16, the Service profile and the selection and reselection rules also need to include and handle groups of 2 or more service instance sets.
[bookmark: _Toc523749586]6.11.5 	Evaluation
Editor's note:	This clause provides an evaluation of the solution.
[bookmark: OLE_LINK53][bookmark: OLE_LINK54]

******************** End change ********************
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