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Introduction
At the previous SA2 meeting two solutions were discussed and included in 23.725 for the anchor change of an existing Ethernet PDU session. Both solutions #11 and #12 are based on the concept of updating the Ethernet forwarding by sending out an Ethernet frame, and moving the N3 tunnel from the source anchor UPF to the newly selected target anchor UPF. The solutions differ in the details though. In this paper we look at the differences and remaining issues and propose a way forward by merging the proposals.  
Discussion

On the need of UPF-UPF forwarding tunnel

Solution #12 also includes a forwarding tunnel from the source UPF to the target UPF for downlink packets during the procedure, as a way to avoid downlink packet losses. As such a forwarding tunnel introduces additional complexity, we need to evaluate whether such a forwarding is necessary or not. The figure below shows Solution #12 (re-drawn for consistency with other figures), where downlink forwarding takes effect after step 7. 
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While the downlink forwarding tunnel may help avoid packet losses after step 7, note that the source UPF may still get downlink packets for the UE even before that. Before step 6 in Solution #12, the source UPF is not aware of the anchor change and would forward any downlink packet to the gNB. Such a downlink data is highlighted in blue in the figure. The gNB should accept such valid downlink packets in order to reduce packet loss. This does not require any new functionality in the gNB, even in existing procedures the gNB accepts downlink packets from the CN even if it comes from a different address than the current uplink N3 endpoint. (In the case of the procedure in question, the gNB may get downlink packets from the source UPF before step 4, when it comes from the same address as the uplink N3 endpoint, but the uplink N3 endpoint changes as a result of step 4.) It should therefore be clarified that the source UPF delivers downlink packets to the gNB even after the gNB has updated the N3 tunnel in the uplink direction to the target UPF. 

Observation: Given that possibility to deliver downlink packets from the source UPF to the gNB, the forwarding tunnel from the source UPF to the target UPF established after steps 6-7 is unnecessary. The source UPF could rather continue to deliver downlink frames to the gNB, which avoids the loss of these downlink packets. 
The same approach is also applicable in the context of solution #11, which is combined with the handover procedure. The source UPF may continue to forward downlink packet to the source gNB, which will then be forwarded to the target gNB. This is illustrated in blue in the figure below. Note that the forwarding from the source gNB to the target gNB may be active even after the Release resources signalling from the target gNB to the source gNB, depending on the configuration of timeout values. Hence, even in the handover case, it is not necessary to define a UPF to UPF forwarding tunnel. 
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Conclusions:

· Clarify that source UPF can continue to deliver downlink packets to (source) gNB. 

· Forwarding of downlink packets from source UPF to target UPF is not necessary, which applies to both the standalone UPF change case and the handover case. 
 Ordering of signalling
In Solution #12 the SMF signals to the UPFs and to the gNB via AMF in the following order. 

1. Target UPF

2. (Target) gNB

3. Source UPF

4. Target UPF, incl. update of Ethernet forwarding. 

In Solution #11 the SMF signals to the UPFs and to the gNBs via AMF in the following order. 

0. Source UPF (before the procedure)

1. Target UPF, incl. update of Ethernet forwarding.

2. Target gNB

3. Source UPF

The ordering in Solution 11 can cause flip/flopping of DN bridge forwarding tables.   This does not occur in Solution 12.   From when the SMF decides to select a new UPF, we have:

Solution 11:

· UL data are sent via source UPF 
· The Target UPF is informed (step 8/9) and Ethernet forwarding is updated (step 10).  As a result, DN bridges update their forwarding tables so downlink packets are sent to the target UPF

· Uplink data continues to be sent via source UPF until after step 12.  MAC learning in DN bridges due to uplink packets sent between steps 10 and 12 flips the forwarding rules for downlink packets back to where they were before step 2 (pointing to source UPF). 

· If packets are sent through new UPF after step 12, DN bridges flip forwarding rules back again to point to the target UPF.  If uplink packets are sent between steps 10 and 12 but not after 12, then the DN bridges point to the wrong (source) UPF, unless the target UPF updates Ethernet forwarding once again.

In solution 12, flip-flopping of DN bridge tables cannot occur.  After the SMF decides to change the UPF, the order in solution 12 is:

· The target UPF is setup so it is ready to receive packets from the RAN

· The RAN changes the uplink path, so if there are uplink packets, they flow through the target UPF.  Note that if an uplink packet is actually sent, MAC learning will update the downlink path in the DN bridges so packets are sent to the target UPF

· The SMF provides MAC@ of UEs observed on Source UPF to Target UPF, and Target UPF updates the Ethernet forwarding. Note this is needed to cover the case when there are no uplink packets from the UE.
On the other hand, the current ordering of signalling in Solution #12 has the update of the Ethernet forwarding at the end of the procedure, while Solution #11 updates the Ethernet forwarding earlier. A reason for the signalling of Solution #12 is to be able to establish the UPF-UPF signalling path. But as seen above, we can get rid of that UPF-UPF tunnel, and therefore we can use a more efficient signalling approach. 

It is therefore proposed to take the following signalling order in the proposed merge of Solution #11 and Solution #12, which can avoid the flip-flop and at the same time also makes the update of Ethernet forwarding as early as possible. The SMF signals to the UPFs and to the gNB (via the AMF) as follows:

0. Source UPF (before the procedure)

1. Target UPF

2. Target gNB

3. Target UPF, incl. update of Ethernet forwarding.

4. Source UPF

Conclusion:

· To prevent flip-flopping of DN bridge tables and update the Ethernet forwarding as early as possible, after the SMF first triggers the update of the uplink N3 tunnel at the gNB, then initiates the update of Ethernet forwarding at the target UPF, and subsequently releases the source UPF. 
Step 0 of Solution #11 is for reporting the MAC@ of the UE, which seldom changes hence reporting that information in advance does not introduce any significant signalling load (i.e., in case of multiple anchor change procedures it is possible that step 0 will not be needed after it has been performed once).  
Conclusion:

· The MAC reporting mechanism in solution #11 may be used. 

Use of end marker
Solution #11 mentions the possibility of using the end marker (as a means to aid the target gNB to reorder packets), while Solution #12 does not mention the end marker. While technically it is possible for the CN to provide an end marker, its use is rather questionable in this procedure. That is due to the change of the anchor point, given that the source UPF may receive downlink frames that are forwarded on to the target gNB even while new downlink frames may arrive via the new anchor point. Hence, the amount of reordering may be higher compared to handover procedures with no anchor change, and the old anchor point may not know easily when the last downlink frames may arrive. Therefore, the source UPF would need to wait for a period of time before it could provide an end marker, which would delay new downlink frames.

In general, it is more preferable to deliver frames in time than to re-order them. Hence, we suggest that the end marker should not be applied in this procedure. The gNB should be configured such that it does not expect any end marker. This approach would also simplify the procedure. 

Conclusion: 

· It is proposed not to send an end marker in this procedure. The gNB should be configured such that it does not expect an end marker. 
Definition of a standalone anchor change procedure 

The most typical reason for changing the anchor UPF would be UE mobility, i.e., handover procedure or Mobility Registration Update upon changing to a new Tracking Area. Solution #11 proposed to define the anchor change procedure triggered by handover.
Like Solution #11, Solution #12 can support UPF relocation triggered by handover, however Solution #12 also supports change of UPF anchor for other reasons such as load balancing between UPFs.Such a standalone procedure is functionally very similar to the mobility triggered case once the SMF decides to trigger a UPF re-anchoring. A standalone procedure gives additional flexibility for the operator. The solutions can also be extended for Mobility Registration Update. Hence, we propose to adopt a procedure which can both be used in combination with UE mobility or standalone.
Conclusion:

· Adopt a procedure which can both be used in combination with UE mobility or standalone. 
Use of Ethernet flooding
Based on the discussion above, downlink frames may be delivered via the source UPF during the procedure, which prevents packet losses. Once the source UPF resources are released and the source UPF’s forwarding is disabled, downlink frames will no longer be delivered via the source UPF towards the gNB. Nevertheless, it is still possible to apply the Ethernet flooding mechanisms to forward the frame in the Ethernet subnetwork to the new UPF, since Ethernet applies flooding when a destination is no longer reachable at a switch. However, the flooding mechanism is not within 3GPP scope, as it is standard Ethernet functionality, and its use would be governed by the Ethernet switching that may be implemented in combination with the UPF. We also note that the flooding mechanism is not guaranteed to always deliver frames, as flooding operates over the spanning tree and would not deliver frames on the interface from where the frame was received; hence the success of flooding is subject to the given network deployment. 

But as the 3GPP defined mechanism provides a solution for the delivery of packets, and as Ethernet flooding is outside 3GPP scope, it is proposed not to refer to the Ethernet flooding mechanism in the 3GPP documents (except as an example when flooding is used for updating DN forwarding tables). 
Proposal
It is proposed to merge Solutions #11 and #12 based on the discussion above and capture the merge as an update to Solution #11. We also include the VLAN tag in the Ethernet context based on earlier discussions that are already documented in the TR. Solution #11 is also extended with evaluation statements. The following changes are proposed to TR 23.725.
* * * * Start of Change * * * *
6.11
Solution #11 for Key Issue #3: Anchor change for Ethernet PDU Session

6.11.1
Description

The solution allows for Ethernet PDU Sessions to change the PDU Session Anchor (PSA) while the session remains set up. Originally the Ethernet PDU Session goes via the Source UPF acting as the PSA. The Source UPF maintains an Ethernet context which includes the MAC address of the UE (and possibly its VLAN tag) that the Source UPF has learned. It is possible to store multiple MAC addresses (with their VLAN tags) in case multiple MAC addresses are reachable via the UE. The Ethernet context is replicated in the SMF.
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Figure 6.11.1-1: Solution architecture

The SMF determines that a serving PDU Session anchor needs to be changed. Specific event triggers are not specified; hence the SMF has the flexibility to change the anchor according to the needs of various use cases.  UE idle and connected mode mobility may be a frequent trigger for changing the anchor point, however other events should not be excluded.  For example, the SMF could decide to relocate an Ethernet PDU Session anchor for load balancing or rebalancing, because a different UPF provides a data path with greater reliability, because a different UPF is more suitable for meeting QoS requirements, for maintenance, or for other reasons.  The SMF determines the need for changing the anchor, selects the Target UPF when necessary, and establishes the N4 session at the Target UPF. The Ethernet context is also sent to the Target UPF. Based on the information in the Ethernet context, the Target UPF may take action to update the Ethernet forwarding in the data network.
•
In case the Ethernet subnetwork uses forwarding based on MAC learning, then the fast update of the Ethernet forwarding can be achieved via a variety of mechanisms the use of which are specific to the DN and the specification of which are out-of-scope for 3GPP.  The UPF may for example issue a Gratuitous ARP (GARP) containing the MAC address(es) of the UE that has switched to the new anchor. Alternatively, the UPF may send an unsolicited Neighbor Discovery Protocol (NDP) Neighbor Advertisement message indicating the UE MAC addresses, the UPF may generate a user plane frame with the UE’s MAC addresses (and possibly its VLAN tag) and configurable payload which will be dropped by the endhosts, or the UPF may send another message compatible with DN protocols.   Note that the Ethernet forwarding would eventually be updated without these techniques, when the UE sends an uplink Ethernet frame; but in that case the update of the forwarding is slower and prior to the sending of the uplink frame from the UE, downlink frames would be forwarded to the source UPF. 
•
In case the Ethernet subnetwork uses forwarding based on a centralized controller setting the forwarding rules of the Ethernet switches, then the update of the Ethernet forwarding rules can be achieved by the Target UPF also acting as an Ethernet switch notifying the central controller that the given MAC address is now reachable at the new address.

When the Ethernet context includes multiple MAC addresses, the above is performed for each MAC address.  After the Target UPF is set up for the given UE, the RAN is notified about the change in the UPF, and the Source UPF can be released.

6.11.2
Procedures


This procedure for Ethernet PDU Session Anchor relocation is shown in figure 6.11.2-1.  It greatly simplifies release 15 mechanisms for Ethernet PDU session re-anchoring while maintaining flexible triggering of the SMF to select a new anchor UPF for any reason.  Unlike SSC Mode 2 or SSC Mode 3 procedures, the UE is not impacted by signaling or by the allocation of a new address. 
When the SMF decides that an anchor relocation is necessary, it establishes an N4 session with the new UPF.   The RAN is informed of the new N3 GTP tunnel endpoint, and switches the uplink path to the new UPF.  The SMF may subsequently instruct the UPF to assist with update of DN switch forwarding tables.
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Figure 6.11.2-1: Procedure for anchor change

Initially, the Ethernet PDU Session is established with the user data going via the Source UPF. The Source UPF acts as the PSA.

1.
The Source UPF informs the SMF about the Ethernet context, i.e. any information maintained related to the Ethernet network that the UPF interfaces with. Specifically, this contains the MAC address (or addresses), and possibly the VLAN tag that the UPF has learned from the UE side. In case of any changes in the Ethernet context, the change is updated to the SMF so that the SMF maintains an up-to-date copy of the Ethernet context in the UPF. This signaling may be realized based on the N4 reporting procedure. Note that SMF notification about the MAC address in use is already defined for Ethernet PDU Sessions. As specified in 23.501 5.8.2.5, “The SMF may ask to get notified with the source MAC addresses used by the UE and provide UPF with corresponding forwarding rules related with these MAC addresses.” The solution here works no matter whether the MAC forwarding rules are provided to the UPF by SMF or not. 
2.
The UPF's report is acknowledged.
3-5.  Handover procedure may take place, including path switch signalling to the AMF and corresponding signalling to SMF. 




6.
The SMF decides that the PSA is to be changed for the Ethernet PDU Session, and selects the Target UPF that will act as the new PSA.  The decision may be triggered by a mobility event, such as receiving the message in step 5
7.
The Target UPF N4 session is established. The SMF provides theN3 tunnel endpoint used by RAN. 
8.
The establishment of the new N4 session is acknowledged from the Target UPF to the SMF. The UPF provides its N3 tunnel endpoint. 
9-10.  In case of a handover, the SMF signals to the gNB via the AMF to provide the Path Switch Request Ack, which includes the update of the uplink N3 tunnel endpoint to the target UPF.  
11-12. In case there is no handover, but the UE is in connected mode, the SMF sends PDU Session Modify Request message to the RAN via the AMF, which includes the update of the uplink N3 tunnel endpoint to the target UPF. The RAN acknowledges the message.  
After steps 9-10 or 11-2, uplink frames pass via the target UPF. Downlink frames may continue to be delivered from the source UPF to the gNB. In case of handover, the frames are forwarded from the source gNB to the target gNB. 
13-14.  The SMF sends an N4 Session Modification Request to the Target UPF which includes the Ethernet context that serves as a trigger for the next step 15. The Target UPF acknowledges by an N4 Session Modification Response. 
15.  The Target UPF may assist update of Ethernet forwarding tables in the DN via a variety of mechanisms, the use of which are specific to the DN and the specification of which are out-of-scope for 3GPP.  The UPF may for example issue a Gratuitous ARP (GARP) containing the MAC address(es) of the UE that has switched to the new anchor, or the UPF may send an unsolicited Neighbor Discovery Protocol (NDP) Neighbor Advertisement message indicating the UE MAC addresses, or the UPF may generate a user plane frame with the UE’s MAC addresses (and possibly its VLAN tag) and configurable payload which will be dropped by endhosts, or the UPF may send another message or frame compatible with DN protocols. 
In the case of a central controller in the Ethernet network which sets the forwarding tables, the central controller may be instructed that the given MAC address is reachable at the new location. When multiple MAC addresses are present in the Ethernet context, this step may be repeated for each MAC address. 




16.
The N4 session is released at the Source UPF. The source UPF may wait for a configurable period before it stops delivering downlink frames for the given PDU Session. 
17.
The N4 session release is acknowledged from the Source UPF to the SMF.
Note that the procedure does not send an end marker to RAN. RAN should be configured such that it does not expect such an end marker and may decide to deliver downlink frames coming on the new user plane path even before the end of downlink frames on the old path. 
6.11.3
Impacts on Existing Nodes and Functionality

The solution has the following impact on the nodes.

SMF:

-
Store the Ethernet context including one or more MAC addresses based on reporting from the UPF
- 
Decide to establish new PSA and release old PSA for the Ethernet PDU Session. 
UPF:

-
Report the Ethernet context including one or more MAC addresses

-
Update the Ethernet forwarding in the Ethernet subnetwork after the SMF has established a new N4 session at a new UPF and the Ethernet context has been sent to the new UPF.
RAN:

-  Be configured not to expect an end marker for the Ethernet PDU Session. 
6.11.4
Solution Evaluation

Editor's note:
This clause provides an evaluation of this solution.

* * * * Next Change * * * *
6.12
Solution #12 for Key Issue #3: Ethernet PDU Session Anchor Relocation

6.12.1
Description


NOTE:
This solution has been merged into Solution #11. It will not be updated anymore.
* * * * Rest of the section unchanged * * * *
* * * * End of Changes * * * *
3GPP
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