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Introduce NG-RAN awareness of the Multi access PDU session 
Background
One aspects of the traffic splitting function that has not been considered in proposed solutions is that in the past when traffic has been split on different RATs e.g. LTE-U and LWA, the RAN has always been in control. In the case of LWA, even the radio link measurements for both RATs (3GPP and non3GPP) are sent to the master RAN node (3GPP access). As proposed so far in the ATSSS study the NG-RAN node is not aware that the traffic is split on multiple accesses, and cannot make any scheduling optimizations based on that a secondary RAT is available.  
Based on radio conditions the efficiency of the radio network will change, weak radio condition consume more radio resources (less bits per symbol) than in strong radio conditions (more bits per symbol). In case the radio network is not constrained then the scheduler can simply schedule radio resources without limitations. But in case the radio network is constrained and when a UE moving to weaker coverage, the scheduler will not be able to provide additional radio resources to compensate for the weaker coverage without impacting other UEs throughput.
In solution 1 the UPu-AT3SF decides how to split the traffic based on policies from the SM-AT3SF, UE traffic usage reports and UE measurement reports from the different accesses sent to the UPc-AT3SF.
It is obvious that the traffic steering in the UPc-AT3SF works in a much slower feedback loop than traffic steering in e.g. LWA. Furthermore, the UPc-AT3SF will not be able to consider momentary load conditions in the NG-RAN scheduler. Since the NG-RAN node is unaware of the secondary RAT, the NG-RAN scheduler will not be able to optimize the scheduling based on the existence of alternate RAT. For example, it might make sense to further reduce the bit rate to and from a UE with multi access PDU session and increase the bit rate to another UE without multi access PDU session in order to maximize the aggregated throughput in the cell. However, such decisions within the NG-RAN scheduler is impossible without interaction between the AT3SF and NG-RAN.

The interaction could be on different levels

a) Only make the NG-RAN node aware that the UE has a multi access PDU session
b) Make the NG-RAN node aware that the UE has a multi access PDU session with an alternate access with good or weak performance.
c) Make the NG-RAN node aware that the UE has a multi access PDU session and share the alternate access measurement report with the NG-RAN node. 

Furthermore, the knowledge about the existence of an alternate access and its performance could also influence other NG-RAN operations e.g. inactivity timers and usage of RRC_Inactive  
Proposal

It is proposed to add the SM-AT3SF and NG-RAN interaction in TR 23.793. 
Since there are many solutions proposals in TR 23.793 for Multi access PDU session establishment and management, it is proposed here to only add the above interaction in one of them. However, this interaction is agnostic to the solutions and should therefore be considered for any selected solution even if that solution does not have the proposed description of this interaction.
* * * Start of first change * * * 

6.1.2
Functional Description

The ATSSS architecture contains the following functional elements:

-
User Data Repository for Access Traffic Steering Switching and Splitting Function (UDR-AT3SF)


UDR AT3SF holds UE ATSSS subscription data for operator service and user profiles.  This functionality is supported by the UDR in 5GS.
-
Policy Control Access Traffic Steering Switching and Splitting Function (PC-AT3SF)


PC-AT3SF defines ATSSS policies according to the application-specific information provided by the AF (via N5), access information/notification provided by the AMF (via N15), UE ATSSS subscription and user profiles provided by the UDR-AT3SF (via N25), network local policy or any combination of them. The PC AT3SF may also take input from Network Data Analytics (NWDA) into consideration to generate or modify ATSSS policies. The PC-AT3SF can provide ATSSS rules to UE-ATS3F as described in clause 6.1.4.
-
Session Management Access Traffic Steering Switching and Splitting Function (SM-AT3SF)


SM-AT3SF is the main control plane function of the ATSSS architecture which is supported by the SMF.  It is responsible for ATSSS policy enforcement and session management of all PDU sessions between 5GC and UE. SM-AT3SF can receive the ATSSS policies from PC-AT3SF via N7 and generates ATSSS rules to control the behaviour of ATSSS traffic by conveying ATSSS rules to UP-AT3SF over N4.  SM-AT3SF may also receive access link information (e.g. access restriction, mobility status) from the AMF for all access legs as inputs to manage ATSSS behaviour. The SM-AT3SF can provide ATSSS PDU session related policies to UE-ATS3F during PDU session establishment and PDU session modification, as well as receive traffic usage reports from the UE and UP-AT3SF for dynamic ATSSS operations. Based on the traffic usage reports and network access measurement reports, SM-AT3SF may send commands (e.g., change access or access forbidden) to UE-AT3SF and UP-AT3SF via N1 and N4, respectively to optimise ATSSS behaviour. The SMF may include in the N2 SM information that the particular PDU session is a multi access PDU session. Based on the access measurement reports, SM-AT3SF may forward network access measurement reports or the status of non-3GPP access to the NG-RAN node.
-
User Plane Access Traffic Steering Switching and Splitting Function (UP-AT3SF)


UP AT3SF has a data plane component (UPu-AT3SF) and a control plane component (UPc-AT3SF). UPu-AT3SF is supported by PDU session anchor representing the UP anchor point for all ATSSS traffic and presents a single IP address towards DN via N6.  It is responsible for ATSSS policy rule enforcement in the UP of the core network.

UPc-AT3SF requests, receives and processes traffic usage reports from the UE (if available) as indicated by the SM-AT3SF via N4. It is responsible for setting up the multi access connectivity through UPu-AT3SF and steering/splitting the traffic over available accesses based on path quality estimation, network access measurement reports and network policies provided by the SM-AT3SF via N4 interface.

-
UE Access Traffic Steering Switching and Splitting Function (UE-AT3SF)


ATSSS policy rule enforcement at the UE for UE-initiated traffic (UL). It may also generate traffic reports to be sent to the SM-AT3SF at the request of UPc-AT3SF.
In order to support ATSSS, it is essential that UDR AT3SF, PC-AT3SF, SM AT3SF and UP AT3SF are supported by UDR, PCF, SMF and UPF respectively in 5GS. ATSSS capability may be discovered during initial PDU Session Establishment and inter-PLMN mobility procedures where these network functions indicate its support. If one of these network functions indicates no support for ATSSS capability, corresponding PDU session will not have ATSSS support.

* * * Start of second change * * * 

7
Conclusions

The ATSSS solution in Rel-16 shall be based on the following principles:

Editor's note:
These principles below do not specify a complete ATSSS solution for Rel-16, but they provide the guidelines, which the complete solution should be based on. It is FFS how these principles can be amended or modified.

Support of MA-PDU sessions

1.
The solution shall support ATSSS with a Multi-Access PDU (MA-PDU) session, i.e. ATSSS procedures shall be applied after a MA-PDU session is established.

Editor's note:
If and how ATSSS can be applied without a MA-PDU session is FFS.

2.
A MA-PDU session is established with the Separate Establishment procedure, as specified in clause 6.2.3.1, or, with the Combined Establishment procedure, as specified in clause 6.2.3.2.

Editor's note:
It is FFS whether only one establishment procedure (Separate or Combined) or both will be supported.
3.
When the UE sends a NAS message to request a single-access PDU session and the UE supports MA-PDU sessions, the UE includes an "MA-PDU capability" indication in the NAS message. This indication may be used by the network to establish a multi-access PDU session, instead of the requested single-access PDU session, as specified in clause 6.2.4.
4.
The SMF may update the NG RAN node whether a specific PDU session changes from a single access PDU session to a multi access PDU session and vice versa.
Policy for Multi-Access QoS Control

Editor's note:
The PCC rules created by PCF for QoS control in a MA-PDU session are FFS.

Policy for ATSSS Control

4.
During the establishment of a MA-PDU session, the PCF may create PCC rules for the MA-PDU session. These rules specify how specific service data flows (SDFs) should be routed across the 3GPP and non-3GPP accesses.

Editor's note:
The PCC rules created by PCF for ATSSS control in a MA-PDU session are FFS.
5.
The SMF maps the PCC rules into (a) ATSSS rules which are sent to UE via the AMF, and (b) Packet Detection Rules which are sent to UPF. The ATSSS rules are used by the UE for uplink traffic steering and the Packet Detection Rules are used by the UPF for downlink traffic steering.

6.
The ATSSS rules are sent to UE with a NAS message when the MA-PDU session is created or when they are updated by SMF/PCF. Similarly, the Packet Detection Rules are sent to UPF when the MA-PDU session is created or when they are updated by SMF/PCF.

7.
An ATSSS rule includes the following:

a)
A Precedence value, which identifies the priority of this ATSSS rule with respect to other ATSSS rules.
b)
A Traffic Descriptor, which identifies a service data flow (SDF). It may include e.g. an Application ID, IP descriptors, non-IP descriptors, etc.

c)
A Steering Mode, which identifies how the matching SDF should be steered across 3GPP and non-3GPP accesses. The following Steering Modes will be supported:

-
Active-Standby: It is used to steer a SDF on one access (the Active access), when this access is available, and to switch the SDF to the other access (the Standby access), when Active access becomes unavailable. When the Active access becomes available again, the SDF is switched back to this access. If the Standby access is not defined, then the SDF is only allowed on the Active access and cannot be transferred on another access.

-
Smallest Delay: It is used to steer a SDF to the access that is determined to have the smallest Round-Trip Time (RTT). As defined below, measurements may be conducted to determine the RTT over 3GPP access and over non-3GPP access.

-
Load-Balancing: It is used to split a SDF across both accesses. With a 50/50 load-balancing, the SDF traffic is equally split across the two accesses. With an 80/20 load-balancing, about 80% of the SDF traffic is sent on one access and 20% on the other access.

d)
A Steering Function, which identifies whether the MPTCP or the ATSSS function shown in Fig. 7-1 should be used to steer the traffic of the matching SDF. This is useful in case the UE supports multiple functions for traffic steering.

Editor's note:
It is FFS (a) if additional steering modes are needed, and (b) if the structure of the ATSSS rule needs to be modified. The details of the Steering Function are also FFS.

8.
As an example, the following ATSSS rules could be provided to UE:

a)
"Traffic Descriptor: UDP, DestAddr 1.2.3.4", "Steering Mode: Active-Standby, Active=3GPP, Standby=non-3GPP"

-
This means "steer UDP traffic with destination IP address 1.2.3.4 to the active access (3GPP), if available. If the active access is not available, use the standby access (non-3GPP)".

b)
"Traffic Descriptor: TCP, DestPort 8080", "Steering Mode: Smallest Delay"

-
This means "steer TCP traffic with destination port 8080 to the access with the smallest delay". The UE needs to occasionally measure the RTT over both accesses, in order to determine which access has the smallest delay.

c)
"Traffic Descriptor: Application-1", "Steering Mode: Load-Balancing, 3GPP=20%, non-3GPP=80%", "Steering Function: MPTCP"

-
This means "send 20% of the traffic of Application-1 to 3GPP access and 80% to non-3GPP access by using MPTCP".

Support of Measurements

9.
It shall be possible for the UE and the network to measure the RTT over both accesses. Such measurements may be required only under certain conditions, e.g. only when the UE has a valid ATSSS rule using a "Smallest Delay" steering mode.

10.
Measurements between the UE and the network take place over the user-plane.
Editor's note:
It is FFS if the network can provide measurement policy to UE to assist the UE in taking measurements. It is also FFS if additional measurements (other than RTT) are needed and whether the network shares the UE’s non-3GPP measurement report with the NG RAN node.

Support of MPTCP

11.
The solution will support MPTCP as follows:

a)
During the MA-PDU session establishment, if the UE wants to use MPTCP for traffic steering, the UE provides an "MPTCP Request" indication.

b)
If the network agrees to enable MPTCP for the MA-PDU session then:

i)
The network allocates two IP addresses for the MA-PDU session. This is required, otherwise MPTCP cannot be used. As specified in RFC 6824, "... there must be multiple addresses at least at one endpoint, for MPTCP to be used".
Editor's note:
Whether the two IP addresses are allocated to UE or to the MPTCP proxy is FFS.

ii)
The network may send MPTCP proxy information to UE, e.g. the IP address(es), port and type (SOCKS5 [9] or TCP Convert Protocol, TS 38.215 [11]) of the MPTCP proxy.

iii)
The network may indicate to UE the list of applications for which MPTCP should be applied.

Editor's note:
It is FFS how the above list of applications can be provided to the UE.   It is also FFS whether the MPTCP proxy information must be provided to UE, and/or whether a transparent MPTCP proxy can be used.

12. Within the same MA-PDU session, if MPTCP is enabled, it is possible to steer the MPTCP flows by using the MPTCP protocol (the MPTCP function) and, simultaneously, to steer all other flows by using a lower-layer steering functionality, called the "ATSSS function". This is schematically illustrated in Fig. 7-1, which shows an example UE model with an MPTCP function and an ATSSS function. The MPTCP flows is the traffic of the applications for which MPTCP can be applied (see bullet 11.b.iii). Note that in Fig. 7-1, the MPTCP traffic goes through the MA-PDU session but is not handled by the ATSSS function.

13.
The same set of ATSSS rules is applied for steering decisions by the MPTCP function and by the ATSSS function.
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Figure 7-1: An example of a UE supporting the MPTCP function and by the ATSSS function
* * * End of changes * * * 
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