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Abstract of the contribution: This pCR updates the solution 17 to resolve an Editor’s Note on dependencies between services that in Rel. 15 are implemented by the same NF.
1 Proposal

This document proposes to update the following solution 17 to Key Issue 1 in TR 23.742.
In 5GC Rel. 15 the basic assumption is that that the services within the same NF are able to share the same context, i.e. there are dependencies between the services provided by the same NF. On the other hand, in this study the goal is to model the NF Services as fully self-contained units that operate on a dedicated context. There may be cases where the optimal modularization e.g. from independent scaling point of view means two services should be kept separate (or loosely coupled), even though they need to be able to share the same context. 
In Solution 17 there is the following

Editor's note:
It is FFS how the relationships / dependencies that exist between Rel-15 NF Services can be handled in the proposed Rel-16 modularization approach.
This paper proposes to add a clause to Sol. 17 to resolve this Editor’s Note.
* * * Start of Change 1* * * 

6.17
Solution 17: Modularization based on NF Services only
6.17.1
Introduction

As laid out in the corresponding Key Issue 1, optimal modularization of the 5G System shall enable deployment of 5GC services by their own without mandatorily relying on a certain NF. Optimal modularization of the 5GC is essential for network slicing and to enable better re-usability of the defined services according to slicing and/or e2e customer service requirements. Therefore, a higher granularity of the 5GC services than Rel-15 NFs / NF Services is necessary.

"Modules" of Rel-15 architecture are NFs and NF Services. While the former is clearly defined for multivendor interoperability the multivendor interoperability for NF Services is not specified.
The proposal of this solution is that release 16 defines NF Services only where the NF Services represent the desired 5GC "modules". These NF Services shall be deployable independent of NFs and shall support multivendor operability.

The drivers for modularization are the flexibility to exchange Network Function Services, to re-use Network Function Services, and/or to break Network Function Services down on a level where they can be easily implemented, tested, and debugged. The optimal modularization of the system shall improve the system's agility in terms of enhancing its functionality and features. With future NF Services becoming the representation of the modules, a corresponding modeling of the 3GPP defined NF services is necessary.

For this reason, the design of release 15 NF Services should be revisited in order to achieve these goals.

The future 5GC has to fulfil different, sometimes orthogonal, requirements from the different use-cases e.g. from verticals. Therefore, it is necessary to have a flexible design, which contains easy-to-use and re-useable NF Services, and the possibility to combine them in a flexible way (plug and play). Flexible systems provide the possibility to install NF Services according to the requirements of a certain network slice. These NF Services are the smallest deployable units for an operator, regardless of how they are implemented internally.

NF Services can be grouped in bigger packages to allow different deployment scenarios. Ultimately, the goal is to model the NF Services as fully self-contained units that operate on a dedicated context. However, this may lead to a model where most of the NF services as defined per NF type in Rel-15 would need to be put into one big group. More optimal modularization from independent scaling point of view would require the NF services should be kept separate, even though they need to be able to share the same context. A solution could be to group multiple NF services of the same NF Service type into a group of NF services. The service instances from this group are expected to have an access to the same, consistent data, e.g. UE context. 
Optimal modularization shall enable to deploy use-case specific network slices, i.e. is driven by network slice blueprints and specific additional requirements as currently being defined in GSMA:
-
https://www.gsma.com/futurenetworks/5g/network-slicing-use-case-requirements-whitepaper/
-
https://www.gsma.com/futurenetworks/digest/new-5g-network-slicing-report

 HYPERLINK "https://www.gsma.com/futurenetworks/digest/new-5g-network-slicing-report/" /
The actual modularized 3GPP system architecture is proposed in clause 6.17.3. In accordance with the key issue description, solutions shall also describe the principles to be used for an optimal modularization/granularity of the NF services; this is provided in clause 6.17.2.1.
6.17.2
High level description

6.17.2.1
Principles to be used for optimal modularization

Principles for modularising the 5GC architecture:

-
Achieve multivendor interoperability between NF Services

-
Have NF Services as independently deployable units

-
Specify loosely coupled NF services that are

-
instantiable without impact on other NF services

-
replaceable

-
in case of failure

-
by another (better performant) implementation

-
Each NF Service implements one specific functionality (i.e. has one specific and well-defined purpose) - separation of concern

-
Each NF Service shall provide a unique SBI.
-
NF Services to be modelled as fully self-contained units that operate on a dedicated context

-
NF Services shall have independent life-cycle management (e.g. for scaling, healing, etc.). NF Services can be deployed, updated, and removed during runtime without dependencies to other NF Services.
-
Re-usability: Any NF Service can be used by any other NF Services with appropriate authorization.

-
NF Services shall be agnostic to which consumer is making use of their functionality/API.
-
A NF Service provides always the same functionality, regardless of the origin of the invocation.

-
A NF Service provides expected outputs based on specific inputs.

-
Regarding Service Producers, Service Consumers can assume that all options defined for a NF Service (if any) are supported by all instances of that NF Service.

6.17.2.2
Solution Preconditions and Requirements

Preconditions:

-
The Rel-16 Service framework as well as the Management and Orchestration framework support deployment of NF Services instead of NFs.

Requirements:

-
See the modularization principles of this solution as described in clause 6.17.2.1

6.17.2.3
High-level Solution Architecture
Release 16 architecture consists of NF Services only. System procedures are based on a chain of these NF Services.
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Figure 6.17.2.3-1 Modularization principles

Per the principles for optimal modularization described above, NF Service A/B/C/….. can be different from Rel-15 NF Services. Still, a Rel-15 NF can be constructed by implementing a NF Service A and NF Service B that behave like NF Service 1 and NF Service 2, respectively, and packaging them together as described in clause 6.x.1 above.


The following diagram puts this solution into context with solution 2 and solution 7:

The NF services communicate through the Service Framework via the Service Access Point API (SAPA). Since the NF Service  does not have any dependencies to other NF Services and does not store states and data, there will be a request, receive, and a write of the states and data from/to the (shared) storage layer.
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Figure 6.17.2.3-2: High level view on a NF Service
The Service Collection is a group of instances of NF services that can access to the same, consistent data, e.g. UE context in UDSF. 
Storage Resource ID is a location reference to the consistent data stored for the Service Collection. Storage Resource ID can be signalled in the service operations over the SBI to ensure that the NF service instances are discovered from a particular Service Collection, so that they can share the same consistent data. If Service Framework is used for discovery and message routing, it is the task of Service Framework to ensure the service request is routed to proper NF service instance by taking the Storage Resource ID into account. 
The next figure illustrates an example how the Storage Resource ID can be used during the PDU Session establishment. 
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Figure 6.17.2.3-3: Example of the use of Storage resource ID
When the Service Consumer of Nsmf_PDUSession service sends the Nsmf_PDUSession_CreateSMContext service operation, it includes its Storage Resource ID to the request. When the Service Consumer of Namf_Communication and Namf_EventExposure services invokes these services, it includes the received Storage Resource ID to the request. The Service Framework discovers the suitable service instances and ensures both the instance of Namf_Communication and Namf_EventExposure are selected from the same Service Collection, therefore able to access the same data. Internal communication between Namf_Communication and Namf_EventExposure is not subject to standardization.
The Service Collection is similar concept to Rel-15 Network Function; the difference is that the Service Collection allows more flexible grouping of NF services, e.g. NF services that do not need to share the data can be configured to different Service Collections.
In addition, the Service Collection can be used to achieve the same outcome as the concept of Service Instance Set. The instances of a single NF service within the Service Collection can be considered as “Service Instance Set”. This set of instances can be referred with the particular Storage Resource ID and the corresponding NF Service type. Thus a separate concept of Service Instance Set is not required. 
6.17.3
Modularized 3GPP System Architecture

Editor's Note:
Modularized architecture is FFS

6.17.4
Impacts on existing NF/NF Services and Interfaces

NF profile is not needed anymore. NF Service profile needs to be updated to include the Storage Resource ID. 
Editor's note:
Further details regarding impacts are FFS.

6.17.5
Evaluation of the Solution

With the Service Framework and the modularization, the full freedom is ensured to react on the requirements of the different use-cases to implement the use case specific network slices.

Analysis of this solution shows that a group the multiple NF services of different NF service type may need to share data, e.g. NF services as defined per NF type in Rel-15. The Storage Resource ID is introduced to be able to discover and refer to a set of service instances that can access the same, consistent data. 
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