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Abstract of the contribution: The contribution focuses on edge computing topology exposure for better DNAI selection.
1.
Discussion

Edge computing is important for V2X applications as it allows for deploying applications (remote driving, streaming, etc.) very close to the UE (vehicles).  Key issue #8 studies whether the existing mechanisms specified in TS 23.501 [7] are sufficient for V2X purposes and whether any enhancement is needed to support specific needs for V2X, e.g., local routing to/from V2X Application Server(s) in a local Data Network (DN) close to NG-RAN. 
As edge computing moves applications away from massive central data centers to RAN close but smaller data centers, and as such data centers will be deployed gradually, it is inherent that the capacity will differ at different locations as the edge computing system evolves. Also even with same capacity, the available capacity will depend on the load and the traffic patterns of the vehicles which might not be easy to predict. Therefore we argue that the edge computing system should be able to provide additional information with the DNAIs to reflect the current capacity of the system.
This proposal argues that there is a required enhancement for the information sent from the AF towards the NEF/PCF for conveying the availability of edge computing Data Network Accesses (represented by DNAIs). The focus is on the V2X special requirement for short latency. In order to achieve this, special information about each DNAI has to be sent to the AF so that the best DNAI is selected. As several services running on the V2X architecture will have stringent QoS requirements, a proper selection of edge computing nodes (e.g., within certain latency requirements) is important. Such a proper selection of edge computing nodes can be achieved by allowing the edge computing system to influence the edge computing DNN selection. Currently, and as per the specifications TS 23.501 Section 5.6.7, the AF requests indicate the availability of edge DC via an AF request containing: 

3) Potential locations of applications towards which the traffic routing should apply. The potential location of application is expressed as a list of DNAI(s). If the AF interacts with the PCF via the NEF, the NEF may map the AF-Service-Identifier information to a list of DNAI(s). The DNAI(s) may be used for UPF (re)selection.

Therefore, only the potential locations of the applications expressed in a list of DNAI(s) are sent to the PCF/SMF for consideration. This has a major drawback that the PCF/SMF is not able to differentiate between capacity/size of different edge computing datacentres due to lack of information. This proposal argues that more information could help the SMF make a better decision on which DNAI to choose. Examples of such information could be datacentre size/capacity, weight information, and general topology information, etc. The 5GS system already considers its own topology information (for example the UPF topology: TS 23.501 clause 6.3.3) for selection of the path from the UE towards the DNAI, but lacks information about the characteristics of the data networks.
2.
Text Proposal

Following the analysis in clause 1, we propose to agree the following changes vs. TR 23.786.
The focus is on the V2X special requirement for short latency. In order to achieve this, special information about each DNAI has to be sent to the AF so that the best DNAI is selected.

* * * * Beginning of Change * * * * 
6.X
Solution #X: Solution for Support of edge computing

6.X.1
Functional Description

Edge computing is important for V2X applications as it allows for deploying V2X applications (remote driving, mapping data download, etc.) very close to the UE (vehicles). Currently (as per TS 23.501 clause 5.6.7), an AF request to the PCF indicates the potential locations of applications. The potential location of applications is expressed as a list of DN Access Identifiers (DNAIs). This list is retrieved by the SMF from the PCF. The SMF currently does not take the edge computing Data Centre (DC) differences into account when selecting the UP path. This has the following major drawbacks:

-
the SMF is not able to differentiate between edge computing DNs with different capacities
-
the edge computing provider is not able to influence the DNAI selection. 
-
when the SMF has multiple options which are all close to the UE, it can basically follow either a round robin or random selection strategy due to the lack of any further information
Therefore, additional information could help the SMF make a better decision on the most efficient UP path and on which DNAI to choose. The 5GS system already considers its own topology/load information (for example of UPFs) for selecting the path from the UE towards the DNAI, but does not have much information about the characteristics of the DNAI.
Based on this motivation, the AF request towards the NEF/PCF shall be enhanced to include, in addition to the DNAI list, the weight of each DNAI to reflect the characteristics of the DCs. Assuming the AF is sending a request to route traffic to one of three DNAIs: DNAI1, DNAI2, and DNAI3. The AF request shall send the list ((DNAI1, weight: 30%), (DNAI2, weight: 20%), (DNAI3, weight: 50%)). 

Based on various parameters, the SMF is able to select the most efficient UP path and the DNAI. The SMF may consider, among others, the location of the UE and the DNAI weight information. 
The different weights are assumed to be defined by the edge computing system to reflect desired traffic distribution among the different edge compute DCs. For example, the weight can be influenced by the capacity and/or load of the different edge compute DCs. The weights could be static or dynamic. In case of dynamic weights, the weights are expected to change depending on the load of the different DCs. Therefore, using the proposed solution, the edge computing system can convey different DC sizes and/or capacities and/or achieve a lazy load reporting.

6.X.2
Procedures

The procedure to convey the DNAI weights as well as how it is being used by the SMF is described in Figure 6.X.2-1.
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Figure 6.X.2-1: procedure for conveying the DNAI weights to the 5GS

6.X.3
Impact on existing entities and interfaces

There are three impacts on existing entities and interfaces.

1.
The request from the AF to the NEF (in case of untrusted AF) or to the PCF (in case of trusted AF) shall be extended to be able to include DNAI weight information for each DNAI.

2.
The PCF shall be able to store additional information about the DNAI related to their weights

3.
The SMF shall be able to consider the additional information about the DNAI weights when choosing the DNAI assigned for a certain PDU session.

6.X.4
Topics for further study

None identified.

6.X.5
Conclusions

Using this described solution, the edge compute system can better influence the selection of the edge DNN/DNAI.

* * * * End of Change * * * * 
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2. NEF sends the AF request to The PCF with potential locations of applications: list of DNAIs and weight information


3. SMF fetches policies when UE enters area of interest or specifics a DNN when initiating PDU session setup



