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[bookmark: _Toc462478989]1 Discussion
2. Proposal
The following changes to TR 23.742 are proposed
* * * Start of Change (all new text) * * * 
[bookmark: _Toc523490884][bookmark: _Toc520098733]7	Evaluation
[bookmark: _Toc523490885]7.X	Data Storage considerations
7.X.Y 	Analysis of storage requirements in proposed solutions
Some solutions propose the usage of a storage resource (or named differently as Storage Layer, Data Layer, Data Repository…), with different expectations and requirements.
Solution 7 (SBA with stateless and unsticky services) proposes the usage of this Storage Layer to store three different types of data, to fulfil three different objectives, with different standardization needs:
a) Storage of data that is required for external interactions with other NF/NF services via standard interfaces, e.g. UE subscription data that is required by another entity to perform its service logic. This is defined to be stored in UDR as per Rel-15 storage architecture. This is not subject to evaluation since no changes compared to Rel-15 are proposed.
b) Storage of the service context/session data that is required for instance failover (i.e. another instance of same service type takes over due to instance failure). This could be understood as context/state information of finalised transactions. The proposal considers the requirement to support the instance failover across multi-vendor instances of the same NF/NF service type. Therefore, this data is required to be identified and standardized.
c) Storage of the service context/session data that is required by other NF/NF service(s) (of different type), under the assumption that different NF/NF services share some context/session data. To support this objective, the shared context/session data is required to be identified and standardized.
Solution 8 (Support for highly reliable deployments) proposes that stateless NF service stores the relevant state information of finalised transactions in a Storage Layer. This data is the one identified for Solution 7 as b). It is not stated in the solution whether the requirement to support multi-vendor instances of the same NF/NF service shall be fulfilled. If support for multi-vendor instances is not required, there is no need for this data to be standardized.
Solution 9 (Temporary bindings between the service instances) proposes to store the required binding information between two service instances (of different service types, service X and Y). This binding information is required already for Rel-15 services, and it is either stored in UDM/UDR, or conveyed between services by service operations. If new binding information is required for Rel-16 services, this solution proposes to store that in a Storage Layer. This binding data (if any) needs to be identified and standardized. Then, we have a new type of data to be stored in the Storage Layer:
d) Binding information required between new Rel-16 services. This data is required to be identified and standardized.
Solution 10 (NF/NF services Reliability) proposes to store shared data for the instances within each Set, to allow a consumer to use any instance within the Set for each request (i.e. avoiding the need to have a binding from the consumer to one specific instance). This could be understood as context/state information of finalised transactions, like data type b) above. In this case, the proposal considers all instances within a Set are by the same vendor. Therefore, this data is not required to be standardized.
Solution 11 (5GC Reliability) proposes to store shared data for the instances within each Set. In this respect is like Solution 10. 
Solution 12 (Common Network Data Service) proposes to store service context/session data that is required to recover instances, like type b) identified above. And service context/session data that is required to implement a stateless service, i.e. context/state information of finalised transactions, like in b). It is not stated in the solution whether the requirement to support multi-vendor instances of the same NF/NF service shall be fulfilled. If support for multi-vendor instances is not required, there is no need for this data to be standardized.
Solution 17 (Modularization based on NF Services only) proposes to store each service data in the Storage Layer. One principle of this solution is that “NF Services to be modelled as fully self-contained units that operate on a dedicated context”, that means that a service does not operate on data that is stored by another service in the Storage Layer, that is data is not shared between services. Then, we have a new type of data to be stored in the Storage Layer:
e) Each service dedicated context data on which it operates. This data is not shared by any other service Therefore, for this solution the data stored by each service in the Storage Layer is not required to be standardized
Solution 18 (Further AMF modularization) proposes some more data to be stored in the Storage Layer:
f) The new Namf_ConnectionManagement service stores the UE context data in a Storage Layer that is further required for either other instances of this service or any other Namf service. This data is required to be standardized
7.X.Z 	Analysis of requirements 
As per analysis of commonalities, we can identify there are in fact the following objectives and related requirements:
1) Instance failover support to ensure service continuity of a service:
Storage of the service context/session data necessary to support instance failover. This corresponds to context/state information of finalised transactions. This corresponds to data type b) above.
Multivendor support is only required when service instances have a 1:1 relation to a SW runtime object and these are individually addressed, this is not the normal case since vendors will make sure NFs and NF services in service performance degradation is not due to a single point of failure.  
In the case the service instances are not mapped 1:1 to SW runtime objects or service instances are not individually addressed, but deployed in a redundant fashion, there is no need to support a failover mechanism for multi-vendor NF service instances of the same service type. On the contrary, a pool of SW runtime objects represented by a service instance or pool of service instances could be deployed. Each pool from different vendor. Thus, no need for failover support on service instance level between vendors
2) Selection of different instances (of the same service type) for different transactions
The needs are like the ones above for failover support, i.e. context/state information of finalised transactions is stored in the Storage Layer, in order to be able to choose different instances (of the same service type) for different transactions. This corresponds to data type b) above.
Multivendor support is only required when the client implements LB and/or traffic distribution (among ALL multivendor instances of the same service type in the network).
As an alternative, (multiple) single-vendor pools are deployed to provide internal load balancing and/or traffic distribution within each pool. 
3) Removal of dependencies among services
In Rel-15 some services operate on some data that is common to another services, i.e. there is some common data between some services. There are different proposals to avoid those dependencies:
· Data type c) above (solution 7 c): based on standardization of the shared data. This requires identification of shared data and standardization.
· Data type d) above (solution 9): specific case of data shared between services, the one that is required for bindings for new Rel-16 services, if any. This requires identification of new binding data and standardization.
· Data type e) above (solution 17): This does not require standardization of data.
· Data type f) above (solution 18): specific case (for the AMF modularization), of the general proposal in Solution 7 c) (Data type c). This requires identification of shared data and standardization.
[bookmark: _GoBack]7.X.W 	Evaluation of challenges of the solutions – data standardization 
The following solutions require standardization of data:
1) Instance failover support to ensure service continuity of a service and selection of different instances (of the same service type) for different transactions:
Data type b), for the case of support of multi-vendor of instances of the same service type.
2) Removal of dependencies among services
Data types c), d), f) above. 
In this clause, the main challenges of the solutions that require standardization of data are evaluated.
A) Data model standardization
This has the following challenges:
· It requires a significant standardization effort.
We first need to identify what is the data to be standardized (i.e. shared data by services today, data that should be saved per transaction, potential new Rel-16 services bindings), and then all/most of the call flows will be impacted, since it has to be stated when and which data is created/modified/read/deleted.
· High risk of no feasibility: 
This data is in some cases very implementation dependent since 3GPP has not reached this level of detail in previous releases. Then standardization would be highly complex and we can foresee serious difficulties to reach an agreement since the data to model is today internally owned by each implementation and different (and perfectly valid) solutions exist. E.g. same functionality may count on different internal variables to manage that, like Booleans vs integers, different ranges, even some attributes may or not be required… Then the data model implies to dig into internal implementations and reach agreements. This activity was proven to be not feasible some years ago when Rel-13 UDC was faced in CT4 group, and the conclusion at that moment was that integration projects are required.
- 	Legacy impacts: 
Any data model that could potentially be agreed could impose radical changes to internal logic performed today by NF/NF services. This means that Rel-15 services will need a total re-design in some cases. 
- 	Limited evolution of a service independently from others
As much of the service logic depends on standard data that may share by other services, that means that a serviceA evolution may require to modify part of the data model, that may impact other services. Best practices in Cloud Native Architecture highly recommend avoiding sharing data between services, to ensure each service independent evolution.
- 	High cost of standardization maintenance
Changes of internal logic would require standardization and product upgrades. This is in detriment of innovation and fast development.
B) Need to avoid Race Conditions
Evaluation of race conditions is a complex and time-consuming task, since it requires to analyse all NF/NF service functionality and its interactions, where there are many corner cases. 
This requires a solution in the service logic, that increases service complexity and requires a big standardization effort.
C) Processing penalty, increase of latency, increase of need of resources, limitation of database access capabilities.
The need to standardize a data model to access the external storage resource implies the need for both the NF/NF service and the storage resource to map into the defined data structure that is conveyed by the external interface. E.g. the database agnostic data structure needs to be read by the storage layer and map into the internal data model supported by the internal database technology used. This shall be done by each data request and response, which increases processing needs/resources and increases latency. Whether this is a show stopper should be further evaluated before taking this solution as granted.
Apart from that, database technologies are very optimized based on the usage of the native API and an internal data model fine tuned for each need. If a standard access is required, the usage of the native API is not possible, then all the rich capabilities and improve performance of the internal DB technology are lost.
7.X.U 	Conclusion 
The solutions that do not require standardization of data are already supported by Rel-15 UDSF, then no changes are required. This applies to:
1) Instance failover support to ensure service continuity of a service and selection of different instances (of the same service type) for different transactions:
Data type b), for the case of single vendor instances of the same service type. 
2) Removal of dependencies among services
Data type e) above (solution 17).
For the rest of the proposals, to fulfill requirements as much as possible, but as well avoid the challenge of data standardization, the proposal is the following:
1) Instance failover support to ensure service continuity of a service and selection of different instances (of the same service type) for different transactions:
For the support of multivendor instances (of the same service type), the proposal is to deploy instances in pools. Multiple pool of instances could be deployed, each pool could be from a different vendor. Individual single-vendor instances within the pool may store required data in UDSF, as per Rel-15, this does not require data standardization.
If for any reason, pools of instances are not deployed, data standardization (data type b) is required, then 3GPP needs to identify the data that defines the stable states that are stored, and then challenges and issues listed above apply. In addition, since some context/data varies with a very high frequency, it will be very challenging to consider those as stable states.
2) Removal of dependencies among services
For the different issues identified by the proposed solutions, the proposed way forward is the following:
· Data type c (solution 7 c)): The proposal is to group the services that have some dependencies.
· Data type d (solution 9): further analysis is required prior to identify the way forward with respect to storage needs evaluation.
· Data type f (solution 18): further analysis is required prior to identify the way forward with respect to storage needs evaluation.
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