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Abstract of the contribution: This contribution updates solution #17 for key issue #3.1 System Enhancements to support Time Sensitive Networking (TSN) and #3.2 Time synchronization aspect. Key Issue #3.2 Time synchronization aspect.
1. Discussion
We update 4 parts of Solution #17.

First, there were some offline comments that the figures of the discussion part of the previous meeting contribution are informative and should be captured in the solution text. The discussion part of the previous meeting contribution was like the following.
As depicted in Figure 1 (modified from Figure 5.21-1 of TR 22.821), time synchronization requires the estimation of aggregate delay. The aggregate delay has two kinds of elements: link delays and residence delays. Link delays include only the propagation delays, which are symmetric in terms of transmission directions and stable in time. However, residence delays may be asymmetric in terms of transmission directions and time-variant, so they should be measured or calculated for each sync frame on the fly.
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Figure 1: IEEE 802.1AS time synchronization (modified from Figure 5.21-1 of R 22.821)
As depicted in Figure 2, 3GPP Network or 5GS is required to support time synchronization when it works with existing TSN-supporting network for industry communications. 
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Figure 2. Industry communication between Actuator A and Controller B in factory network (the same as Figure 5.18-1 of TR 22.821)
An example of time synchronization in Link Model of Figure 3 will be as depicted in Figure 4. In order to make the Air delay to be deterministic and symmetric, gNB and UE schedulers should take special cares. DL and UL schedulers should coordinate with each other, and DL/UL congestion should not happen. That is, DL and UL scheduler should set the same target delay that does not cause DL or UL congestion.
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Figure 3: Time synchronization Example in Link Model for 5GS supporting TSN
The measurement of the link delay is done as depicted in Figure 4. If the link delay is deterministic and symmetric, the estimated path delay D is precise. If the delay is not symmetric, asymmetry calibration is needed.
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Figure 4: Delay Measurement in a Deterministic and Symmetric Delay Link
An example of time synchronization in Bridge Model will be as depicted in Figure 5. 5GS should measure the link delay sharing with neighbouring TSN systems. In Figure 5 UPF should periodically measure delay of link2 cooperating with Bridge1. If 5GS provides a QoS class that gives deterministic air delay and backhaul delay, the 5GS can calculate the residence time in 5GS. For correction field updates, 5GS should know the exact value of residence time in 5GS, which can be calculated when the UE knows air delay, backhaul delay, residence time at UPF, residence time at gNB, and residence time at UE. UE can measure or calculate residence time at UE, while the other values should be delivered to the UE in some ways.
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Figure 5: Time synchronization Example in Bridge Model for 5GS supporting TSN
Second, there was a comment to add an editor’s note saying “Whether this symmetric air delay can be achieved needs to be checked with RAN WGs.” After some discussions with people of RAN WGs, we found out that symmetric air delay can be achieved by applying the same QoS parameters to both UL and DL in the condition that the air congestion does not happen.

Third, the Impacts on Existing Nodes and Functionality are added.

Finally, solution evaluation is added.

2.
Proposal
We propose to apply the following changes to TR 23.734.

* * * Start of Changes * * * 

6.17
Solution #17: Deterministic Delay QoS Class for Time Synchronization Support of 3GPP Network

6.17.1
Description

The solution addresses key issue #3.1 System Enhancements to support Time Sensitive Networking (TSN) and #3.2 Time synchronization aspect. The solution is based on the following principles:
· The solution introduces a new QoS class to support time synchronization. It can also be used to other TSN use cases such as periodic message exchanges for real-time control.

· The solution can work with Solution #7 Link Model. If 5GS provide a QoS class that gives deterministic and symmetric air delay and backhaul delay, then 5GS can provide a deterministic and symmetric delay to its neighbouring TSN systems, as wireline Ethernet does as depicted in Figure 6.17.1-1 and Figure 6.17.1-2.
· The solution can work with Solution #8 Bridge Model. If 5GS provides a QoS class that gives deterministic air delay and backhaul delay, the 5GS can calculate Residence time in 5GS as depicted in Figure 6.17.1-3.
· In Solution #10 Integration Model, UE and gNB are synchronized by a non-802.1AS mechanism. Hence, a QoS class that gives deterministic air delay and backhaul delay may not be required.
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Figure 6.17.1-1: Example of Time synchronization with Deterministic Delay QoS in Link Model
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Figure 6.17.1-2: Example of Delay Measurement in a Deterministic and Symmetric Delay Link
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Figure 6.17.1-3: Example of Time synchronization with Deterministic Delay QoS in Bridge Model
The Deterministic Delay QoS class has the following requirements.

· The QoS class should give deterministic and symmetric air delay and backhaul delay for Link Model.

· The QoS class should give deterministic air delay and backhaul delay for Bridge Model.

For symmetric air delay, DL and UL scheduling should coordinate with each other, and DL/UL congestion should not happen. That is, DL and UL scheduler should set the same target delay that does not cause DL or UL congestion.
The Deterministic Delay QoS class should provide a packet with delay without jitter or with minimum jitter. Scheduling a packet earlier than the target delay is not acceptable. Scheduling a packet later than the target delay is not acceptable either. If a packet is not expected to experience the target delay, it is better to drop the packet. Then the delay estimation or of time synchronization of the TSN systems is not affected by the large jitter of the packet.
Note: The allowed jitter can be specified by additional QoS parameters as shown in Solution #Y [S2-1811433].

Packets related with measurement or synchronization are expected to arrive at TSN systems periodically, so the successive drops of these packets may lead to re-initiation of the measurement or synchronization algorithm. Hence, the survival time or the loss tolerance should be considered. The loss tolerance is defined as the nearest integer not exceeding (the survival time divided by the period). If the successive packet drops exceed the loss tolerance, the scheduler should not drop the packet, and need to reschedule the packet so that it can meet the target delay.

If packets are scheduled with a priority, the UPF and gNB are expected to achieve the target backhaul delay with a probability. If packets are scheduled with an increased (higher) priority, the UPF and gNB are expected to achieve the target backhaul delay without failure. If packets are scheduled with that priority, gNB and UE are expected to achieve the target air delay with a probability. If packets are scheduled with an increased (higher) priority, gNB and UE are expected to achieve the target air delay without failure. Therefore, after the number of successive losses reaches the loss tolerance, UPF, gNB and UE should schedule the packet with the increased (higher) priority so that the target backhaul/air delay can be achieved.
The Deterministic Delay QoS class has the following parameters. 

· Target Delay

· Loss Tolerance

· Priority

Target Delay will be BH_DELAY or AIR_DELAY where BH_DELAY and AIR_DELAY are target backhaul delay and target air delay which satisfy the service requirements. In case the number of successive losses is smaller than the Loss Tolerance, when UE/gNB/UPF schedules a packet, if the delay is not expected to be the AIR_DELAY/BH_DELAY, UE/gNB/UPF should drop the packet. In case the number of successive losses equals to or is larger than the Loss Tolerance, when UE/gNB/UPF schedules a packet, if the delay is not expected to be the AIR_DELAY/BH_DELAY, UE/gNB/UPF should reschedule the packet with an increased (higher) priority. 

Comparing with in addition to current 5G QoS characteristics (described in 5.7.3.1 of TS23.501), the differences are like the following.

· Target Delay is different from PDB. Sending a packet later than PDB is not allowed and sending a packet later than Target Delay is not allowed either. However, sending a packet earlier than PDB is allowed, while sending a packet earlier than Target Delay is not allowed.

· Loss Tolerance is a new parameter.

· Priority is the same as the existing parameter. However, schedulers need to consider increasing the priority to guarantee the target delay in some cases.
· A filtering rule is needed to recognize Pdelay_Req, Pdelay_Resp, and Pdelay_Resp_Follow_Up, Sync, and Sync_Follow_Up Ethernet frames. The destination address can be used for this filtering, because those frames should have the reserved multicast address of 01-80-C2-00-00-0E as described in IEEE802.1AS.

6.17.2
Procedures
The procedure of setting up Deterministic Delay QoS should be like Figure 6.17.2-1
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Figure 6.17.2-1: Procedure of setting up Deterministic Delay QoS class
1. PCF triggers QoS Setup for Deterministic Delay QoS Class with the parameters of Target Delay, Loss Tolerance, and Priority. Target Delay is the sum of AIR_DELAY, BH_DELAY. BH_DELAY and AIR_DELAY are predicted target backhaul delay and target air delay which satisfy the service requirements.
2. SMF sends QoS setup messages to UPF, and UPF will schedule downlink packets with BH_DELAY, Loss Tolerance, and Priority. The scheduling includes Drop_Check with the parameters. Drop_Check (D, L, P) means if the scheduler cannot meet target delay D and the number of successive packet losses is smaller than L, then the scheduler drops the packet. It also means if the scheduler cannot meet target delay D and the number of successive packet losses is equal to or larger than L, the scheduler schedules the packet again with increased Priority.

3. SMF sends QoS setup message to gNB. gNB schedules downlink packets with the parameters of AIR_DELAY, Loss Tolerance, and Priority. gNB also schedules uplink packets with the parameters of BH_DELAY, Loss Tolerance, and Priority. The scheduling includes Drop_Check with the parameters.

4. SMF sends QoS setup message to UE with the parameters of AIR_DELAY, Loss Tolerance, and Priority. The scheduling includes Drop_Check with the parameters.


6.17.3
Impacts on Existing Nodes and Functionality

Existing Nodes and Functionality should know the deterministic delay QoS class and should perform QoS signalling and scheduling accordingly. 
PCF:

· The PCF provides the SMF with QoS parameters for deterministic delay QoS class.
AMF:

· The AMF provides the parameters for deterministic delay QoS class from the SMF to the NG-RAN through NGAP procedure.
· The AMF provides the QoS parameters for deterministic delay QoS class from the SMF to the UE through NAS procedure.

SMF:
· The SMF provides the QoS parameters for deterministic delay QoS class from the PCF to the NG-RAN via AMF.
· The SMF provides the QoS parameters for deterministic delay QoS class from the PCF to the UE via AMF.
· The SMF provides the QoS parameters for deterministic delay QoS class from the PCF to the UPF.
UPF:
· The UPF obtains the QoS parameters deterministic delay QoS class from the SMF.

NG-RAN:

· NG-RAN obtains the QoS parameters deterministic delay QoS class from the AMF,
UE:

· UE obtains QoS parameters for deterministic delay QoS class from the CN.
6.17.4
Solution Evaluation


This solution solves key issue 3.1 System Enhancements to support Time Sensitive Networking (TSN). Especially, it addresses the open issue what are the necessary enhancements to QoS (e.g. new 5QI), policy framework to support TSN by proposing a new QoS class. The proposed QoS class supports clock synchronization solutions which address KI#3.2 Time synchronization aspect.
This solution supports Solution #7 Link Model, by providing QoS class that gives deterministic and symmetric air delay and backhaul delay. 5GS can provide a deterministic and symmetric delay to its neighbouring TSN systems, as wireline Ethernet does. It supports Solution #8 Bridge Model by providing a QoS class that gives deterministic air delay and backhaul delay. Then, the 5GS can calculate Residence time in 5GS. It also supports the other TSN use cases such as periodic message exchanges for real-time control.
The impacts on existing nodes and functionalities are only for adding a new QoS class.
* * * End of Changes * * * 
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