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Abstract of the contribution: The contribution proposes evaluation of solutions #11 (Anchor change for Ethernet PDU Session) and #12 (Ethernet PDU Session relocation).
1
Discussion
Solutions #11 and #12 have in common the following principles:

1.
The PDU Session Anchor (PSA) for a PDU Session of Ethernet type is relocated without UE being aware.
2.
In order to divert downlink traffic from the old PSA to the new PSA, the network uses Ethernet-level flooding (with dummy payload that is only used to update the forwarding tables in intermediate nodes) or with IP-level mechanisms, such as Gratuitous ARP (GARP) or unsolicited Neighbor Discovery Protocol (NDP) Neighbor Advertisement messages.
In this contribution we focus on certain aspects that may have been disregarded in the current solution description.

1.1
Assumption that IP is used on top of Ethernet
While the solutions assume that the PDU Session is of Ethernet type, they also assume that when IP is used on top of Ethernet, the network can leverage IP-level mechanisms in order to update the intermediate Ethernet switches in the Ethernet network, 
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Figure 1: Ethernet PDU Session anchor relocation with IP used on top
Figure 1 illustrates the case where an Ethernet PDU Session anchor is relocated while assuming that IP traffic is used on top. In this case the UE’s IP address is hosted at the default IP gateway which is presumably located in a stand-alone node, away from both PSAs.
Despite the fact that PSA is relocated (from PSA1 to PSA2), the IP traffic still needs to be backhauled across the Ethernet network all the way up to the default IP gateway. Assuming that the reason for relocation was to streamline the user plane path (and thereby reduce the transmission delays), it is clear from the figure that when IP is used on top, there is no gain because the traffic still needs to go via the default IP gateway.
Observation 1: In case of IP traffic on top of an Ethernet PDU Session, the solutions with transparent PDU anchor relocation do not help reducing the transmission delays because the traffic still needs to go via the default IP gateway.

1.2
Ethernet-level flooding
In the pure Ethernet case the only proposed mechanism for updating of forwarding tables in intermediate switches is Ethernet level flooding, as illustrated in Figure 2.
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Figure 2: Ethernet-level flooding
When the PSA is relocated (from PSA1 to PSA2), the target UPF generates one or (for redundancy) several Ethernet frames with dummy content that is sent on a preconfigured multicast MAC address, with UE’s MAC address in the Source MAC address field. These Ethernet frames are flooded in the entire Ethernet network in order to update the intermediate Ethernet bridges/switches.
When there are multiple Ethernet devices behind the UE, the target UPF needs to send the dummy frames for each of the Ethernet devices individually. This may cause a non-negligible amount of dummy traffic in the network.
Observation 2: The solution causes a non-negligible amount of dummy traffic in the network.

1.3
Applicability
It is noted that transmission latency on the order of 0.1 ms to 1 ms corresponds to a distance of 20-200 km, assuming propagation at the speed of light in an optic fibre.
If the PSA is being relocated in order to gain 1ms delay, the assumption is that the UE has moved roughly 200km away from the location where it was assigned the old PSA. In order for the solution to be applicable, the Ethernet network needs to be organized as a single Ethernet broadcast domain that stretches over couple of hundreds of kilometers.
NOTE 1: The single broadcast domain is needed because the solution relies on flooding for update of intermediate Ethernet bridges/switches.

NOTE 2: The existing solutions with IP traffic (ULCL or SSC mode 3) do not have such restrictions. In fact, when IP traffic is used, the main motivation for ULCL or PSA relocation is to get closer to a network server that provides the same service (e.g. content distribution server), which at the same time streamlines the user plane paths in the network. In other words, delay reduction per se might not be a goal with IP traffic, whereas streamlining the usr plane paths in the network can be a goal. When IP traffic is used, the shortening of user plane paths is enabled precisely by changing the IP address of the server (e.g. with ULCL relocation) of by changing the IP address of the UE or both (e.g. SSC mode 3).

Observation 3: The solution is applicable in limited number of deployments where the Ethernet network is organized as a single Ethernet broadcast domain that stretches over a couple of hundreds of kilometers.

2
Proposal

Based on the observations in the previous clause of this contribution it is proposed to agree the evaluation for solutions #11 and #12 described below for inclusion in TR 23.725. 
######################## START CHANGE in TR 23.725 ###############################
6.11.3
Impacts on Existing Nodes and Functionality

The solution has the following impact on the nodes:

SMF:

-
Store the Ethernet context including one or more MAC addresses based on reporting from the UPF.

-
Decide to establish new PSA and release old PSA for the Ethernet PDU Session.

UPF:

-
Report the Ethernet context including one or more MAC addresses.

-
Update the Ethernet forwarding in the Ethernet subnetwork after the SMF has established a new N4 session at a new UPF and the Ethernet context has been sent to the new UPF. The update is performed using Ethernet-level flooding for each Ethernet device connected behind the UE.
RAN:

-
Be configured not to expect an end marker for the Ethernet PDU Session.

6.11.4
Solution Evaluation


-
The solution is not suitable for IP traffic because, in spite of the PDU Session Anchor relocation, the IP traffic still needs to be backhauled via the same default IP gateway.
-
The solution is applicable in deployments where the Ethernet network is organized as a single Ethernet Broadcast domain that stretches over a couple of hundreds of kilometers.
-
In case of Ethernet traffic the solution allows for transparent PDU Session Anchor relocation, but may cause a non-negligible amount of dummy traffic in the network.

######################## END OF CHANGES ###############################
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