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Abstract of the contribution: This paper proposes solution to achieve architectural requirement that resource-efficient system signaling load for Control plane based solution.
1
Discussion
In CIoT scenario, especially for Data over NAS feature, it is expected that massive number of signaling between NFs for small data delivery as there are massive number of UEs sending small data. It causes significant congestion inside Core Network which may degrade overall network performance. Therefore, signaling reduction for small data delivery between NFs is required. This paper proposes two: 1) Shared GTP-U tunnel between SMF and UPF, 2) aggregation of small data from the multiple UEs and send it together to the target NF.
According to TS 29.244, it is supported that data forwarding between CP and UP functions per UP function or PDN, even it is used for data forwarding for buffering purpose. This paper proposes to adopt this concept to CIoT solution which utilizes data delivery via SMF to the UPF. In EPC, MME establishes S11-U to the S-GW, but in 5G, SMF needs to establish user plane tunnel with the UPF. With this aspect, there can be optimized method for data delivery between the SMF and the UPF.
This paper focuses on SMF and NEF aspect for small data delivery. 
Small Data Delivery via SMF
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According to the solution 1 in the TR 23.724, UE sends data over NAS (as SM-NAS) and the AMF forwards it to the SMF. The SMF can determines the received SM-NAS is for data delivery and whether to apply aggregation. The SMF decompresses the header if header compression is applied. 
NOTE: AMF may consider to aggregate data over NAS before sending to the SMF, but it is not clear how AMF determines whether the data over NAS can be aggregated or not. It will be left for further study.
The SMF can aggregate the data in NAS PDU from the multiple UEs for a certain time before sending it to the UPF.
The SMF determines whether and how to apply aggregation based on the followings:
a) Maximum Latency: In the SM context for the UEs, there may be Maximum Latency that provided by the 3rd party AS, or locally configured in the subscription information. The SMF can set aggregation timer as Max Latency, and start it when the first data comes from the UE. The SMF aggregates the data from the UE which has same Max Latency value during the aggregation timer. For example, if Max Latency value is 5 min, the SMF aggregates the data from the UEs having 5 min value of Max Latency in the subscription data.
b) Exception Reporting handling: The SMF can identify that the NAS PDU is for Exception Reporting. If the NAS PDU is for Exception Reporting, the SMF doesn’t aggregate the NAS PDU, and sends it to the UPF immediately.
NOTE: Details of determining Exception Reporting of the NAS PDU is FFS and depends on the solution for small data delivery. The UE may indicate the NAS PDU is for Exception Reporting. Alternatively, the AMF determines the SM-NAS is for Exception Reporting based on the RRC establishment cause, and informs to the SMF when the AMF forwards the SM-NAS to the SMF.

c) Local policy: In the SMF, the aggregation timer value can be configured based on the operator’s policy. The SMF applies the aggregation of the NAS PDUs based on this local policy.

The SMF can stop aggregating when the size of aggregated data reaches the maximum size of the message to UPF or NEF, and the SMF sends the aggregated data up to that time.

NOTE: Detailed format of the aggregated data toward the UPF is up to stage 3.

The SMF can apply aggregation for the downlink data delivery to the multiple UEs which are served in the same AMF. Same principle can be applied as above.

Small Data Delivery via NEF
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NEF can perform aggregation for the received data from the AMF or the SMF, which uses NIDD service.
The NEF aggregates the data toward the same destination AS/AF.

For group based communication, the NEF aggregates the data from the UEs having same External Group ID.

The NEF aggregates the data based on the Max Latency information received from the AS/AF during NIDD Configuration. 

If the aggregation is already applied from the AMF or the SMF, the NEF doesn’t perform aggregation.
The NEF composes of the aggregated data in pair of {External ID, External Group ID(If needed), data payload}, and send it to the AS/AF.
The NEF can stop aggregating when the size of aggregated data reaches the maximum size of the message to AS/AF, and the NEF sends the aggregated data up to that time.

***** First Change *****
6
Solution
6.xx
Solution xx: Aggregation of Data over NAS from a number of UEs
6.xx.1
Introduction

This solution addresses to meet architectural requirement that the resource efficient system signaling load, especially for Control Plane based solution for small data transmission. It is expected that massive number of signaling between NFs for small data delivery as there are massive number of UEs sending small data. Even each UE sends data infrequently, the network should handle all data over NAS for a number of UEs. It may cause significant congestion inside Core Network, which may degrade overall network performance. Therefore, signaling reduction for small data delivery between NFs is required.
6.xx.2
Functional Description
6.xx.2.1
General
According to the solution 1 in the TR 23.724, for uplink data, the UE sends data over NAS (as SM-NAS) and the AMF forwards it to the SMF. The SMF can determines the received SM-NAS is for data delivery and whether to apply aggregation. The SMF forwards uplink data to the UPF via GTP-U tunnel. For downlink data, the UPF forwards downlink data to the SMF via GTP-U tunnel, and the SMF forwards it to the AMF as SM-NAS to the UE.
This solution proposes that the user plane connection for data delivery between the SMF and the UPF is not per PDU Session level tunnel but per DNN level tunnel, i.e. shared GTP-U tunnel between the SMF and the UPF per DNN. If SMF establishes GTP-U tunnel per PDU session level, there will be a large number of GTP-U tunnels per PDU session as much as the number of UE that using CIoT data over NAS feature. It can cause a large number of signaling to activate GTP-U tunnel between the SMF and the UPF when data comes. For data over NAS feature, as the SMF performs the data delivery for the UE both uplink and downlink, identifying PDU session for data delivery via the shared GTP-U tunnel is feasible. Also the shared GTP-U tunnel per DNN is always activated between the SMF and the UPF as there can be data delivery anytime for a certain PDU session for a certain UE. It can reduce GTP-U tunnel activation signaling, and it enables data aggregation between the SMF and the UPF. 

In order to support shared GTP-U tunnel for data over NAS solution, following encapsulation/de-capsulation needs to be performed. G-PDU is encapsulated in GTP-U with the outer GTP-U header set to the IP address of UPF and SMF, and TEID uniquely assigned for the shared GTP-U tunnel to the DNN. The inner GTP-U header in G-PDU set to the F-TEID assigned for the PDU session over which the data shall be sent. The SMF and the UPF can identify the PDU session which data shall be sent by the TEID for PDU session inside G-PDU header.
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Fig.1. shared GTP-U encapsulation
With above structure of GTP-U tunnel, packet aggregation can be easily achieved. In the G-PDU, the SMF or the UPF can concatenate TEIDs for each PDU session and payload, as shown in following:

[image: image4]
Fig.2. Aggregated packet for the multiple UEs in the shared GTP-U packet

The SMF and the UPF can identify which PDU session that the data shall be sent by extracting the TEID for the PDU session in the G-PDU. After that, for uplink data, the UPF forwards each payload for the PDU session to the DN, and for downlink data, the SMF forwards each payload encapsulated as SM-NAS to the AMF.

When the SMF applies packet aggregation for uplink data transfer Maximum Latency can be considered. In the SM context for the UEs, there is Maximum Latency that provided by the 3rd party AS, or locally configured in the subscription information. The SMF can set aggregation timer to the Max Latency, and start the timer when the first data comes from the UE. The SMF aggregates the data from the UE which has same Max Latency value during the aggregation timer. For example, if Max Latency value is 5 min, the SMF aggregates the data from the UEs having 5 min. value of Max Latency in the subscription data. Multiple data from the multiple UE having same Max Latency value are aggregated within the time of the Max Latency value, so there is no risk to delay the data transmission over the Max Latency value. In the same manner, the UPF can apply packet aggregation for downlink data transfer. In order to do so, the SMF needs to provide Max Latency value to the UPF during PDU session establishment, otherwise the UPF can use locally configured value.
Also the NEF can be used for Non-IP Data Delivery. The NEF receives a number of data PDU from the AMF/SMF (depending on the solution) or from the AS/AF. Before sending the data to the destination AS/AF, the NEF can aggregates the data received from the NFs, based on the Max Latency or local configuration. Also NEF can aggregate the downlink data received from the AS/AF before sending to the AMF or the SMF.
6.xx.2.2
Mobility
Editor's note:
It is not per UE based solution, so there is no need to support mobility for the UE.
6.xx.3
Support of EPC Interworking

Editor's note:
This clause describes if and how EPC-5GC interworking is supported by this solution.
6.xx.4
Procedures

6.xx.4.1
Aggregation of Data over NAS in the SMF
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Figure 6.xx.4.1-1: Data aggregation in the SMF
1.
Data over NAS comes from multiple UEs to the SMF. The SMF can aggregate the NAS PDU for a certain time before sending it to the UPF. The SMF can aggregate the data toward the CN tunnel for the UPF corresponding to the DNN. In case of NIDD, the SMF can aggregate the data toward the NEF corresponding to the DNN for NIDD.
2.
The SMF determines whether and how to apply aggregation based on the followings:

a) Maximum Latency: In the SM context for the UEs, there may be Maximum Latency that provided by the 3rd party AS, or locally configured in the subscription information. The SMF can set aggregation timer as Max Latency, and start the timer when the first data comes from the UE. The SMF aggregates the data from the UE which has same Max Latency value during the aggregation timer. For example, if Max Latency value is 5 min, the SMF aggregates the data from the UEs having 5 min value of Max Latency in the subscription data. Multiple data from the multiple UE having same Max Latency value are aggregated within the time of the Max Latency value, so there is no risk to delay the data transmission over the Max Latency value.

b) Exception Reporting handling: The SMF can determine that the NAS PDU is for Exception Reporting. If the NAS PDU is for Exception Reporting, the SMF doesn’t aggregate the NAS PDU, and sends it to the UPF immediately.

NOTE: Details of determining Exception Reporting of the NAS PDU is FFS and depends on the solution for small data delivery. For example, the UE may indicate the NAS PDU is for Exception Reporting. Alternatively, the AMF determines the SM-NAS is for Exception Reporting based on the RRC establishment cause, and informs to the SMF when the AMF forwards the SM-NAS to the SMF.

c) Local policy: In the SMF, the aggregation timer value can be configured based on the operator’s policy. The SMF applies the aggregation of the NAS PDUs based on this local policy.

The SMF can stop aggregating when the size of aggregated data reaches the maximum size of the message to UPF or NEF, and the SMF sends the aggregated data up to that time.

NOTE: Detailed format of the aggregated data toward the UPF is up to stage 3.

3a/3b.
The SMF sends the aggregated data to the target UPF or the target NEF.

The SMF can apply aggregation for the downlink data delivery to the multiple UEs which are served in the same AMF. Same principle can be applied as above.
6.xx.4.2
Aggregation of Data in the NEF
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Figure 6.xx.4.2-1: Data aggregation in the NEF

1.
Data comes to the NEF. The NEF can aggregate the data from the multiple UEs for a certain time before sending it to the AS/AF. The NEF can aggregate the data toward the same destination AS/AF. 
2.
The NEF determines to aggregate the data toward the same destination AS/AF, based on the followings:
a) For group based communication, the NEF aggregates the data from the UEs having same External Group ID.

b) The NEF aggregates the data based on the Max Latency information received from the AS/AF during NIDD Configuration. If the aggregation is already applied from the AMF or the SMF, the NEF doesn’t perform aggregation.
3.
The NEF composes of the aggregated data in pair of {External ID, External Group ID(If exists), data payload}. The NEF can stop aggregating when the size of aggregated data reaches the maximum size of the message to AS/AF. The NEF sends the aggregated data to the destination AS/AF.
6.xx.5
Impacts on existing entities and interfaces

Editor's note:
This clause describes impacts to existing entities and interfaces.

6.xx.6
Evaluation

Editor's note:
This clause provides an evaluation of the solution.
***** End of Changes *****
3GPP
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