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Abstract of the contribution: This contribution proposes a solution for Key Issue 1 and Key Issue 2. Such solution is based on small packets being aggregated into larger packets.
Discussion
In TR 23.724, clause 5.1, Key Issue 1 Support for Infrequent Small Data Transmission

	5.1.4
Open issues
The following open issues remains to be studied:

- Efficient handling of nomadic/static and mobile usage scenarios.

- Whether and how small infrequent User Data delivery via Control Plane and/or User Plane in the 5GS is supported.


and clause 5.2, Key Issue 2 Frequent Small Data Communication:
5.2.4
Open issues

The following open issues for supporting key issue Small data frequent communication:

- How to enable frequent small data transmissions (see clause 5.2.1) in a resource-efficient and UE power 
efficient way in 5GS.


- Whether and how to support Exception Report in the manner of frequent small data transmission.

This proposal is to address the open issue “How to enable frequent small data transmission in a resource-efficient way”.
The IoT data is often of small sizes, for example in TR 45.820 “Cellular system support for ultra-low complexity and low throughput Internet of Things (CIoT)”, Appendix E “Traffic Model”, Urban, the uplink payload size is assumed to be in the range of 20 – 200 bytes. The downlink payload carrying network command is of 20 bytes. 
Processing small PDUs in network functions (RAN, UPF) and physical routers may require similar processing time and energy consumption as processing large packets. The large number of small packets may require more processing power of network functions and physical routers. Additionally, the packet overhead can be significant compared to the IoT payload. For example, the IPv6 header is of 40 bytes. According to Cisco VNI Global Fixed and Mobile Internet Traffic Forecasts for 2016-2021 [1], the total M2M traffic volume could be 2% to 5% of the overall Mobile Internet Traffic in 2020, and the number of M2M devices could be 34% to 51% of the total number of devices. Therefore, the total number of IoT packets can be significant compared to other traffic types.
One possible way to reduce the number of small packets is to employ packet aggregation. The small packets are aggregated at the network functions, e.g. RAN node or anchor UPF. Table 1 provides an estimate of reduction of packets in the CN when using packet aggregation, where the maximum size of aggregated packet is 1500 bytes. Detailed calculation is shown in Appendix.
Because of significant reduction of processing load by using packet aggregation, small packet aggregation is proposed as solution to the resource efficiency open issues in Key Issues 1 and 2.
Table 1: Reduction of Packet Processing Load by Using Packet Aggregation (see Annex for computation details)
	Predicted IoT Traffic Volume (as % of overall Traffic Volume) – E 
	Average Packet Size of non-IoT Traffic Types
(Byte) – C 
	Average Packet Size of IoT Packets 
(Byte) - F
	Overall (IoT + non-IoT) Reduction of Number of Packets (%) – L
	Reduction of Number of IoT Packets (X times) – H 

	2
	1000
	80
	19
	19

	5
	1000
	80
	38
	19

	2
	1000
	150
	11
	10

	5
	1000
	150
	23
	10

	2
	1500
	80
	26
	19

	5
	1500
	80
	47
	19

	2
	1500
	150
	15
	10

	5
	1500
	150
	31
	10


Proposal
Proposal 1: It is proposed to agree the following changes vs. TR 23.786.

* * * * Beginning of Changes * * * *
6.X
Solution #X: Small Packet Aggregation in N3, N9 Interfaces

This solution is proposed for Key Issues 1 and 2. The current solution is presented for the N3 and N9 interfaces but it can be applied also to the N33 and N6 interface.
6.X.1
Introduction
In the RAN and UPF, and physical routers, the packet processing time is proportional to the number of incoming and outgoing packets. Furthermore, the packet header added by IP and lower layer can be significant compared to the payload for IoT data. Hence reducing the number of small packets in the network can reduce the processing load of network functions and physical routers.

To reduce the number of small packets packet aggregation is used. Small packets can be aggregated by the (R)AN nodes and the anchor UPF so that many small PDUs can be combined into a larger PDU. The aggregated PDU can be sent between a (R)AN node and an anchor UPF. This will reduce the processing load requirements of intermediate UPF and physical routers, which ultimately reduces the cost of network functions and physical routers.
This solution is suitable for use cases where the packet delay budgets allow certain packet aggregation delay. Such applications include, but not limited to, sensor data, for example environment monitoring and water consumption metering, where the application server can process the IoT data in batch.
6.X.2
Functional Description

The small packets are sent between two network functions as shown in Figure 6.X.2-1. The network function could be a (R)AN node and UPF, or an NEF and Application Server (in the case that the NEF is used to deliver small packets). The UPF could be any CN UP function that can be used for sending PDUs such as an intermediate UPF (I-UPF), an anchor UPF, a Branching Point (BP), or a UL Classifier (UC).

The SMF establishes a separate N3 tunnel between a (R)AN node and a UPF, or a separate N9 tunnel between two UPFs, or a separate tunnel between a UPF and DN to transfer Aggregated PDUs. Small input PDUs are aggregated by the Packet Aggregation Function (PAF) in the source network function into an Aggregated PDU which is sent to the sink network function. The sink network function de-aggregates the incoming Aggregated PDU into using a Packet De-Aggregation Function (PDF) into the individual small PDUs again.
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Figure 6.X.2-1: Small PDUs delivered between two network functions by an Aggregated PDU Tunnel. 

In order to support small PDU aggregation of IoT devices, the IoT devices can be grouped based on some criteria, such as the IoT devices support the same application of a third-party IoT service provider. Alternatively, the AF may send the UE Group information to the CN as part of AF-influence traffic routing. In this example, the OAM can configure UDM, NRF, NSSF, (R)AN, AMF, SMF with UE Group information. To efficiently support the UEs belonging to a UE Group, the OAM may configure the same AMF, SMF, UDM, PCF to serve the UE Group. Detailed operation is described below.

6.X.2.1
AMF Selection to Serve IoT UE Group

When the UE performs registration, the (R)AN may be configured by the OAM to select a default AMF for a specific requested NSSAI or UE IDs that belong to a UE Group ID. Alternatively, the (R)AN may select an AMF which is not the same as the AMF serving a UE Group of IoT devices. This AMF can perform AMF reselection to make sure that the same AMF is selected to serve all the IoT devices of a UE group in a geographical area. The UDM has UE Group information of IoT devices, which consists of UE IDs of the UE Group. The AMF can obtain the UE Group information when the UE registers to the CN.

The AMF is configured such that in a geographical area, all the PDU Sessions of IoT devices belonging one UE Group are served by the same SMF. When IoT devices perform registration procedure, the AMF obtains the UE Group information from the UDM. The AMF selects the same SMF by local configuration or by accessing NRF and/or NSSF.

6.X.2.2
PDU Aggregation Criteria

The SMF sends to a UP network function the PDU aggregation criteria. The criteria for PDU aggregation at the UP network function may be:

-
UE IDs of a UE group: The UL PDUs are sent to the same Application Server, the DL PDUs are sent to the same (R)AN node;

-
PDU Session ID(s) of UE ID;

-
QFI(s) of QoS Flows of PDU Sessions of a given UE;

-
Packet Delay Budget (PDB);

-
PDU size;

-
Maximum Size of Aggregated PDU.

Based on the PDB of QoS Flows, the network function sends the Aggregated PDU to meet the PDB requirements of all individual PDUs.
The AF may send UE group information, e.g. UE IDs of UE group, traffic routing information, and QoS requirements to the 5GC. Based on the AF information, the SMF may decide the establishment of aggregated tunnel.
6.X.3
Support of EPC interworking
Editor's note:
This clause describes if and how EPC-5GC interworking is supported by this solution.
6.X.4
Procedures

6.X.4.1
Aggregated Packet Format

The format of aggregated packet is provided in Figure 6.X.3.1-1. The format of Aggregated Encapsulation Header is the same as the format of per PDU N3/N9 Encapsulation Header. The new field “PDU Type” indicates whether the payload is a single PDU or aggregated PDU. This indication can be stored in the UP network function as part of tunnel context information.

-
The PDU Encapsulation Header and the Aggregated Encapsulation Header are GTP-U tunnel header specified in TS 29.281.

-
The N3 tunnel of PDU Session has a unique TEID.

-
The Aggregated Tunnel also has a unique TEID.
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Figure 6.X.4.1-1: Format of aggregated packet 

6.X.4.2
Functionalities of (R)AN to Support Packet Aggregation

The (R)AN receives the PDU aggregation criteria from the SMF. The (R)AN stores the following information as part of PDU Session context of (R)AN UE Context:

-
An Indication to use aggregation tunnel for a QoS Flow (indicated by QFI) of PDU Session, 

-
N3 UL Aggregated Tunnel information (UPF Address and UL Aggregated TEID), and 

-
N3 DL Aggregated Tunnel information (UPF Address, DL Aggregated TEID).

In uplink, when the (R)AN receives an UL PDU from the radio interface it determines whether it can be sent on using an aggregated tunnel or not. If it can then (R)AN adds the N3 per PDU Session Tunnel Header to the UL PDU and forwards the N3-encapsulated PDU to the PAF. The PAF performs the following tasks:

-
Receives N3-encapsulated PDU of individual QoS Flows;

-
Aggregates N3-encapsulated PDUs according to the Maximum Size of Aggregated PDU;

-
Adds N3 Aggregated Encapsulation Header to the Aggregated PDU;

-
Sends the Aggregated PDU to the UPF according to the PDB of individual PDUs in the aggregated payload.

In downlink, when the (R)AN receives an Aggregated PDU from an aggregated downlink tunnel, the (R)AN forwards the aggregated PDU to the PDF. The PDF performs the following tasks:

-
Receives the N3 DL Aggregated PDU;

-
De-aggregates the Aggregated PDU by reading the N3 Aggregated Encapsulation Header and PDU Encapsulation Headers;

-
Sends the N3-Encapsulated PDU to the a function in (R)AN that maps the DL PDU to Data Radio Bearers.

6.X.4.3
Functionalities of UPF to Support Packet Aggregation

The UPF receives the PDU aggregation criteria from the SMF. The UPF stores the following information as part of PDU Session Context of UPF UE Context.
-
An Indication to use aggregation tunnel for a QoS Flow (indicated by QFI) of PDU Session, 

-
N3 and/or N9 DL Aggregated Tunnel information ((R)AN Address and DL Aggregated TEID), and 

-
N3 and/or N9 UL Aggregated Tunnel information ((R)AN Address, UL Aggregated TEID).

In downlink, when the UPF receives a DL PDU from the N6 interface, the UPF performs packet classification based on Service Data Flow (SDF) template and determines whether it can be sent on using an aggregated tunnel or not. If it can then the UPF adds N3 per PDU Session Tunnel Header to the DL PDU and forwards the N3/N9-encapsulated PDU to the PAF. The PAF performs the following tasks:

-
Receives N3-encapsulated PDU of individual QoS Flows;

-
Aggregates N3-encapsulated PDUs according to the Maximum Size of Aggregated PDU;

-
Adds N3/N9 Aggregated Encapsulation Header to the Aggregated PDU;

-
Sends the Aggregated PDU to the (R)AN according to the PDB of individual PDUs in the aggregated payload.

In uplink, when the UPF receives an Aggregated PDU from an aggregated uplink tunnel, the UPF forwards the Aggregated PDU to the PDF. The PDF performs the following tasks:

-
Receives UL Aggregated PDUs;

-
De-aggregates the Aggregated PDU by reading the N3/N9 Aggregated Encapsulation Header and PDU Encapsulation Headers;

-
Sends the N3-Encapsulated PDU to a function in the UPF that maps the UL PDU to N6 interface.

In case an I-UPF is required, the SMF assigns N3 UL TEID for each PDU session, which is the same as the N9 UL TEID. The SMF also assigns N9 DL TEID for each PDU session, which is the same as the N3 DL TEID. Hence the I-UPF does not need to de-aggregate PDUs and re-aggregate PDU to replace the TEIDs of N3 and N9 UL/DL tunnels.

6.X.4.4
Aggregated Tunnel Establishment

This procedure is used by the SMF to establish UL and DL aggregated tunnels for some QoS Flows of some UEs.
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Figure 6.X.4.4-1: Aggregated Tunnel establishment 

1.
The SMF decides to establish aggregated tunnel between a (R)AN node and UPF for an IoT UE Group.

2a.
The SMF sends N4 Aggregated Tunnel Establishment Request to the UPF. The message includes UE information of UEs in the IoT UE Group, CN Tunnel Information (e.g., UL TEID), packet delay budget for aggregated PDU and PDU size limit of Aggregated PDU. The individual UE information contains UE IDs, PDU Session ID and QoS Flow Identifier (QFI).


This step could be performed by using N4 Session Establishment procedure described in TS 23.502, clause 4.4.1.2 with some modifications for this procedure. The SMF stores the mapping between the N4 Session ID as part of the aggregated tunnel context.

2b.
The UPF sends N4 Aggregated Tunnel Establishment Response to the SMF.

3.
The SMF sends Aggregated Tunnel Establishment Request to the (R)AN by using Namf_Communication_N1N2MessageTransfer service of the AMF. The message includes UE information of UEs in the IoT UE Group, CN Tunnel Information (UPF Address and UL TEID) and packet delay budget for the Aggregated PDU. The individual UE information contains UE IDs, PDU Session ID, QoS Flow Identifier (QFI) and PDU size limit of aggregated PDU.

4a.
The AMF forwards the N2 SM Information to the (R)AN.

4b.
The (R)AN sends N2 Message Response(N2 SM Aggregated Tunnel Establishment Response) to the AMF. The N2 SM Aggregated Tunnel Establishment Response includes the (R)AN N3 Tunnel Information (e.g. (R)AN Address and DL TEID).

5.
The AMF forwards the N2 SM Aggregated Tunnel Establishment Response to the SMF.

6a.
The SMF sends N4 Aggregated Tunnel Modification Request to the UPF. The message includes the (R)AN Tunnel Information.

This step could be performed by using N4 Session Modification procedure described in TS 23.502, clause 4.4.1.3.

6b.
The UPF sends N4 Aggregated Tunnel Modification Response to the SMF.
6.X.4.5
Aggregated Tunnel Modification

This procedure can be used to add or remove a QoS Flow(s) from using an existing aggregated tunnel, to modify the parameters of aggregated tunnel such as PDB or maximum size of an Aggregated PDU.
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Figure 6.X.4.5-1: Aggregated Tunnel modification 

1. 
The SMF decides to modify aggregated tunnels between a (R)AN and UPF.

2a.
The SMF sends N4 Aggregated Tunnel Modification Request to the UPF. The message may include UE Information, an indication to add or remove the association of the UE in the UE Information, maximum size of Aggregated PDU or packet delay budget for aggregated PDU. The individual UE information contain UE IDs, PDU Session ID and QoS Flow Identifier (QFI).

This step could be performed by using N4 Session Modification procedure described in TS 23.502, clause 4.4.1.3 with some modifications for this procedure.

2b.
The UPF sends N4 Aggregated Tunnel Modification Response to the SMF.

3.
The SMF sends Aggregated Tunnel Modification Request to the (R)AN by using Namf_Communication_N1N2MessageTransfer service of the AMF. The message includes UE information, an indication to add or remove the association of the UE in the UE Information, maximum size of Aggregated PDU and packet delay budget for an Aggregated PDU. The individual UE information contains UE IDs, PDU Session ID and QoS Flow Identifier (QFI).

4a.
The AMF forwards the N2 SM Information to the (R)AN.

4b.
The (R)AN sends N2 Message Response(N2 SM Aggregated Tunnel Modification Response) to the AMF. 

5. 
The AMF forwards the N2 SM Aggregated Tunnel Modification Response to the SMF.
6.X.4.6
Aggregated Tunnel Release

Either the UL or DL aggregated tunnels, or both, can be released. In case both UL and DL aggregated tunnels are to be released, to avoid the possible packet loss, the SMF shall request: (1) the anchor UPF to release the DL aggregated tunnel information at the UPF first; (2) the I-UPF to release the DL aggregated tunnel information; (3) the (R)AN to release DL and UL aggregated tunnel information; (4) the I-UPF to release the UL aggregated tunnel information; (5) and finally the anchor UPF to release the UL aggregated tunnel information. For simplicity, the I-UPF is not shown in Figure 6.X.4.6-1.
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Figure 6.X.4.6-1: Aggregated Tunnel release

1.
The SMF decides to release an aggregated tunnel.

2a.
If a DL aggregated tunnel is to be removed, the SMF sends N4 DL Aggregated Tunnel Release Request to the UPF. The message includes (R)AN tunnel information ((R)AN Address and DL TEID).


This step could be performed by using the N4 Session Release procedure described in TS 23.502, clause 4.4.1.4 with some modifications for this procedure.

2b.
The UPF sends N4 DL Aggregated Tunnel Release Response to the SMF confirming the removal of the DL aggregated tunnel.

3.
The SMF sends N2 Aggregated Tunnel Release Request to the (R)AN by using Namf_Communication_N1N2MessageTransfer service of the AMF. The message include the UPF Information (UPF Address and UL TEID) if a UL aggregated tunnel is released, the (R)AN information ((R)AN Address and DL TEID) if a DL aggregated tunnel is released.

4a.
The AMF forwards the N2 Aggregated Tunnel Release Request to the (R)AN.

4b.
The (R)AN sends N2 Aggregated Tunnel Release Response to the SMF via AMF.

5.
The AMF forwards the N2 Aggregated Tunnel Release Response to the SMF.

6a.
If a UL aggregated tunnel is to be released, the SMF sends the N4 UL Aggregated Tunnel Release Request to the UPF. The message includes the (R)AN tunnel information ((R)AN Address and UL TEID).

6b.
The UPF sends the N4 UL Aggregated Tunnel Release Response to the SMF.
6.X.5
Impacts on existing entities and interfaces
Impacts to RAN: 

-
supports Packet Aggregation and De-Aggregation functions.

-
stores IoT UE Group Context, consisting a list of UE IDs, Aggregated Tunnel information for UL and DL.

-
stores the Aggregated Tunnel information used to carry data of a specific QoS Flow as part of the UE PDU Session Context.

Impacts to UPF:

-
supports Packet Aggregation and De-Aggregation functions.

-
stores IoT UE Group Context, consisting a list of UE IDs, Aggregated Tunnel information for UL and DL.

-
stores the Aggregated Tunnel information used to carry data of specific QoS Flow as part of PDU Session Context of UE Context.

Impacts to AMF:

-
The same AMF can be configured or selected to serve IoT devices belonging to the same IoT UE Group.

Impacts to SMF:

-
The same SMF can be configured or selected by the AMF to server IoT devices belonging to the same UE Group.

-
Procedures to manage aggregated tunnels.

Impacts to UDM:

-
The UDM can be configured by OAM or AF the list of UE IDs of IoT devices belonging to an IoT UE Group.

6.X.6
Evaluation

Editor's note:
This clause provides an evaluation of the solution.

* * * * End of Changes * * * * 
Reference

[1] Cisco VNI Forecast Highlights Tool, available at https://www.cisco.com/c/m/en_us/solutions/service-provider/vni-forecast-highlights.html.
Appendix: Calculation of the Number of Packets Reduced by IoT Packet Aggregation

The following assumptions are made: 

· the total volume of all traffic types is A (bytes),
· the IoT traffic accounts for E percentage (%),
· the average packet size of IoT traffic is F (bytes),
· the average packet size of non-IoT traffic is C (bytes),
· the largest packet size of aggregated IoT packet is X, X = 1500 bytes.

The number of IoT packets is G, G = round up to integer of (A*E/100/F).

The number of non-IoT packets is D: D = round up to integer of (A*(1-E/100)/C).

The number of IoT packets in one aggregated IoT packets is H, H = round down to integer of (X/F). 
If we consider IoT packets only, H is also the reduction (times) of the number of IoT packets in the network.
The number of aggregated IoT packets is I: I = round down to integer of (G/H).

The number of all packet types before IoT packet aggregation is G+D.

The number of all packet types after IoT packet aggregation is I+D.
The reduction (%) of number of packets in the network by IoT packet aggregation: L = 100 * (1 – (I+D)/(G+D))
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